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1 Introduction

The importance of external demand in the transmission of monetary shocks to aggregate output is recognised in the central bank literature. For example, according to the Bank of England’s transmission mechanism of monetary policy (1999), the exchange rate and net external demand are important links in the chain of transmission connecting monetary policy to the aggregate economy. And according to the European Central Bank (ECB 2011), the degree of openness to international trade affects the transmission of monetary policy changes through the exchange rate.

Given the recognised role of external demand in the transmission mechanism, does greater exposure to international trade increase the sensitivity of output to monetary shocks? The empirical literature shows that the answer to this question is not unique.¹ Some studies suggest that trade openness increases the response of output to monetary shocks, while other studies suggest that trade openness does not matter. In this paper, I investigate two potential explanations for such conflicting findings, namely the degree of exchange rate pass-through and the extent to which the degree of price rigidity differs between the traded and the nontraded sectors.

I present a New Keynesian open economy Dynamic Stochastic General Equilibrium (DSGE) model with traded and nontraded sectors, and I show that the role of trade openness in the monetary transmission can be explained with the aid of a simple figure. In particular, I show that the short-run equilibrium can be characterized by two conditions that relate the traded-nontraded output ratio to the traded-nontraded price ratio (top of Figure 1). First, there is a downward-sloping “demand” relationship, obtained by manipulating the Home and Foreign demands for traded and nontraded goods and the resource constraints. Secondly, there is an upward-sloping “supply” relationship, which can be obtained from the first-order condition of the firms’ maximization problem. If trade openness increases the sensitivity of output to monetary shocks, then the response of traded output must be higher than the response of nontraded output, resulting in an increase in the traded to nontraded output ratio.

Consider for example a positive monetary shock. Under a standard parametrization, a positive monetary shock causes a nominal depreciation and an increase in domestic bond holdings. As external demand increases, the demand schedule shifts to the right (Figure 3).² If the pass-

¹ A summary of the related literature on the heterogeneous effects of monetary shocks can be found in Section 2.
² In the model, the increase in external demand is caused by two effects. First, an increase in bond holdings relative to the steady state implies that the Foreign country increases consumption through debt, thus the demand
through is one, then there is no change in the supply schedule, so traded output increases more (is more affected) than nontraded output after a monetary shock (equilibrium B).\(^3\) However, if the pass-through is equal to zero, then the relative supply shifts up, since Home traded sector firms receive more Home currency for each unit of output sold abroad, thus nontraded output increases more than traded output after a monetary shock (equilibrium C). Therefore, the role of trade openness in the transmission of monetary shocks can be completely reversed by the pass-through elasticity.

Using artificial time series generated by the model, I provide an estimate of the impact of monetary shocks on traded and nontraded output, and I show that such estimate crucially depends on the degree of exchange rate pass-through and on the extent of sectoral heterogeneity in price rigidity. If the two sectors have the same degree of price rigidity, then it is possible to find an intermediate value of the pass-through elasticity such that the responses of traded and nontraded output after a monetary shock are the same, thus rationalizing why trade openness is not correlated with a stronger output response in some studies. If prices are more rigid in the nontraded sector and the pass-through elasticity is below one, then nontraded output responds more to a monetary shock than traded output. Overall, these results evidence the importance of controlling for both the pass-through elasticity and the degree of price rigidity in an empirical investigation of the sectoral effects of monetary policy.

This paper is related to the literature that examines the implications of traded and nontraded goods on the business cycle properties and the transmission of monetary shocks in New Keynesian open economy models. Assuming full pass-through, Hau (2000) and Rabanal and Tuesta (2012) find that nontraded goods play an important role in explaining exchange rate fluctuations. Duarte and Obstfeld (2008) and Lombardo and Ravenna (2014) instead assume no pass-through from exchange rate changes to import prices, and they find that nontraded goods affect the optimal volatility of the exchange rate. Other studies with traded and nontraded sectors assume that the degree of pass-through is between zero and one. For example, Dotsey and Duarte (2008) generate incomplete pass-through by introducing nontraded distribution services. They find that nontraded goods improve the performance of the model relative to the
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\(^3\)The variables on the horizontal and vertical axis are, respectively, the log of the traded-nontraded output ratio \(\hat{Y}_{TH,t} - \hat{Y}_{N,t}\) and the log of the traded-nontraded price ratio. If \(\hat{Y}_{TH,t} - \hat{Y}_{N,t}\) increases (decreases) after a monetary shock, then traded output responds more (less) than nontraded output.
data, in particular, nontraded goods increase the volatility of the real and nominal exchange rates. This paper departs from this literature since I focus on the sectoral output responses, and I analyse how the role of trade openness in the transmission of monetary shocks is affected by the modelling assumptions.

The remainder of the paper is as follows. Section 2 discusses the empirical evidence on the role of trade openness in the transmission of monetary shocks. The model is presented in Section 3, and the demand and supply approach to the analysis of the short-run effects of monetary shocks is explained in Section 4. The responses to monetary shocks and the estimated output effects from the regressions on artificial data are discussed in Section 5. Finally, Section 6 concludes.

2 Empirical Evidence

The importance of external demand in the transmission mechanism of monetary shocks is recognised in the central bank literature. For example, according to the Bank of England’s transmission mechanism of monetary policy (1999), an unexpected increase in the policy rate normally leads to a nominal appreciation, which results in a fall in the competitiveness of domestic producers of exports and of import-competing goods, consequently aggregate demand falls and domestic inflationary pressure is reduced. An unexpected decrease in the policy rate has the opposite effect. Analogously, the European Central Bank (ECB 2011) suggests that exchange rate changes affect the international competitiveness of domestically produced goods, thereby affecting demand-side inflationary pressures.\(^4\)

The ability of monetary policy to affect the international competitiveness of domestic goods provides the motivation for a closely related research question. Are the output effects of monetary policy shocks more pronounced in the traded goods sectors, that is, in the sectors that export a relatively higher share of their output and are exposed to the competition of Foreign-produced goods? This question is addressed, directly or indirectly, by several contributions within the literature on the sectoral or industry effects of monetary policy shocks.

Some authors\(^5\) analyse manufacturing or industry-level data to examine the relationship

---

\(^4\) Notice that the exchange rate also affects inflation directly, via the domestic price of imported intermediate and final goods. Such direct effect is conceptually distinct from the indirect effect of the exchange rate on inflation via net external demand (the difference between exports and imports).

\(^5\) These studies differ from the models of the theoretical literature because the latter assumes a clear dichotomy between traded and nontraded sectors, but manufacturing output is typically traded. However, in empirical work the notion of tradedness is always operationalized by deciding on an arbitrary threshold for the openness index,
between the impact of monetary policy shocks and various industry characteristics, among which is a measure of export openness.\(^6\) Hayo and Uhlenbrock (2000) estimate the reaction of the industries in the German manufacturing and mining sectors to a monetary policy shock. They find that export-oriented industries react more negatively after a contractionary monetary shock. However, other authors report different findings. Dedola and Lippi (2005) study the effects of monetary policy shocks on the industrial activity of 21 manufacturing sectors in five OECD countries. They find that the industry export ratio has no significant effect on the impact of monetary shocks. Peersman and Smets (2005) analyse the effects of a monetary policy change on the output of eleven manufacturing industries of seven euro area countries over the period 1980-98. They measure openness as the ratio of exports plus imports over value added in each industry, and they find that it is not important in explaining the heterogeneous effects of monetary policy.\(^7\)

Other authors also study the heterogeneous effects of monetary policy but consider other sectors as well as manufacturing or industry. From these studies we can gauge the importance of trade openness by comparing the responses of the traded sectors with the responses of nontraded sectors to monetary shocks. It is common in the literature to classify manufacturing, mining and agriculture as traded, and construction, government, finance and services as nontraded. Since traded goods are the goods that are exported and/or are substitutable with imports, a stronger response of the traded sectors (relatively to the nontraded sectors) to a monetary shock is evidence of the importance of trade openness in the transmission mechanism. A number of studies report findings that support this hypothesis. Farès and Srour (2001) find that, following a monetary contraction, manufacturing reacts twice as strongly than construction, and the response of the service sector is half as strong as manufacturing. They also find that a monetary contraction affects exports relatively quickly. Doyle, Erceg and Levin (2005) construct measures of traded and nontraded output using sectoral data for Australia, Canada, Sweden and the United Kingdom. They find that contractionary monetary policy shock causes output to decline by roughly twice as much in the traded sector than in the nontraded sector. Llaudes (2007) identifies manufacturing as the traded sector and services as the nontraded sector. Using above (below) which goods are classified as traded (nontraded). In Betts and Kehoe (2001) such threshold is 10%.

\(^6\)Provided exports are a substitute for Foreign traded goods, export openness is a valid proxy for the degree of tradability of a given sector’s output.

\(^7\)All the empirical studies cited in this Section use a VAR approach in the identification and estimation of monetary shocks.
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two different identification schemes, he finds that traded output is more responsive to monetary policy shocks than nontraded output in all countries in the sample.

However, some of the studies which consider a broader range of sectors do not lend support to a significant role of trade openness in the transmission of monetary shocks. These studies find that the sectors that are most responsive to monetary shocks are some nontraded sectors whose output demand is interest-sensitive (typically, construction and finance). Such findings do not necessarily imply that trade openness plays no role in the monetary transmission, but they seem to suggest that it matters less than the interest-sensitivity of demand, especially if the responses of construction or finance to a monetary shock are well above the response of manufacturing.  

Using UK data, Ganley and Salmon (1997) find that manufacturing is more sensitive to monetary shocks than government and financial services, however, the construction and distribution sectors have the largest absolute responses. Using highly disaggregated data for the US economy, Arnold (2013) finds that finance and construction are even more sensitive to monetary shocks than manufacturing.

Monetary shocks have different effects not only across sectors, but also across regions or geographical areas. The literature on the regional effects of monetary shocks may also be useful for understanding the role of trade openness in the transmission of monetary shocks, because some authors include variables that are positively correlated with openness in their set of explanatory factors. For example, Carlino and DeFina (1998) study US states and regions, and find a positive correlation between the responses to monetary policy shocks and the share of manufacturing in the state’s gross product. This finding is confirmed by Mihov (2001) and Owyang and Wall (2004). Georgiadis (2015) focuses on euro area economies, and finds that the output response after a common euro area contractionary monetary shock is more negative if the share of output accounted for by manufacturing (both durable and total) is comparatively large, but less negative if the share of output accounted for by services is relatively large. Moreover, he finds that the relationship between the sensitivity to monetary shocks and the share of output accounted for by construction is not significant. On the other hand, Arnold and Vrugt (2004) do not find a statistically significant relationship between the sensitivity to monetary shocks and the export share of German regions. However, they also find that a higher share of public and personal services in a region’s GDP reduces the sensitivity to monetary policy shocks, and

---

8 Notice however that the demand for manufacturing goods (especially durables) is also considered to be interest-sensitive.
a higher share of manufacturing in GDP increases the regional sensitivity to monetary policy shocks.

In summary, the empirical evidence on the role of trade openness is not yet conclusive. Some studies are consistent with the proposition that trade openness increases the sensitivity to monetary shocks, while other studies seem to suggest that trade openness does not matter as much as other characteristics, such as the sensitivity of demand to interest rate changes. This paper aims to shed light on this issue by analysing two factors that crucially affect the magnitude of the response of traded output relative to nontraded output: the degree of exchange rate pass-through and the degree of price rigidity in each sector.

3 The model

The world economy consists of two countries of equal size, named Home and Foreign. Each country has two sectors, one for the production of traded and one for nontraded goods. In each country and in each sector a continuum of monopolistically competitive firms exist, each of them producing a single differentiated product. The firms and the goods they produce are indexed by $f_{TH} \in [0, 1]$ for the Home traded sector and $f_{N} \in [0, 1]$ for the Home nontraded sector. In the Foreign country, they are indexed by $f_{TF}^* \in [0, 1]$ and $f_{N}^* \in [0, 1]$. Each country is populated by a continuum of unit size of individuals. All foreign variables, sets and indexes are indicated by stars.

3.1 Individual preferences and budget constraints

Each individual is endowed with one unit of time, a fraction of which can be supplied as labour either to the traded goods sector or to the nontraded goods sector. Any individual who works incurs a fixed participation cost, as in Burnside, Eichenbaum and Rebelo (1993). There is no possibility of migration across countries, but individuals can move costlessly from one sector to the other within each country. However, labour services cannot be contemporaneously supplied to both the traded and nontraded goods sector.

Following Rogerson (1988), I add to the individual maximization problem the probabilities of working in each sector. That is, I write the utility of a Home individual as follows:
\[ U_0 = E_0 \sum_{t=0}^\infty \beta^t \left[ \frac{C^{1-\sigma}-1}{1-\sigma} + \frac{\chi}{\nu} \left( \frac{M}{P_T} \right)^{1-\varepsilon} + n_{TH,t} \cdot \kappa (\Gamma - \psi - h_{TH,t}) \right. \\
\left. + n_{N,t} \cdot \kappa (\Gamma - \psi - h_{N,t}) \\
+ (1 - n_{TH,t} - n_{N,t}) \cdot \kappa (\tau) \right], \tag{1} \]

where \( C \) is the aggregate consumption index, \( \frac{M}{P_T} \) are real money balances, \( n_{TH}, n_N \) are the probabilities of working in the traded and nontraded sector respectively, \( \psi \) is a fixed cost of participation, the same for all individuals,\(^9\) and \( h_{TH} = \int_0^1 h_{TH} (f_{TH}) \, df_{TH} \) and \( h_N = \int_0^1 h_N (f_N) \, df_N \) are the total hours that the individual supplies to the sectors \( TH \) and \( N \) respectively.

Foreign preferences are similarly written, with the same parameters \( \sigma, \chi, \varepsilon, \Gamma, \tau \) and \( \psi \) and functional form \( \kappa \).

Home and Foreign individuals hold a one-period non-contingent real bond, denominated in units of the Home traded goods consumption index, sold at the price \( P_T \). Individuals must pay a small cost in order to undertake a position in the international asset market.\(^10\) This cost is assumed to be a payment in exchange for the intermediation services offered by financial firms.

Home and Foreign individuals pay this cost only to firms located in their own country.

The period-\( t \) budget constraint of the representative individual in the Home country is as follows:

\[
B_t P_{T,t} + \nu \frac{C^0}{B_t} B_t^2 P_{T,t} + M_t \leq (1 + r_{t-1}) B_{t-1} P_{T,t} + M_{t-1} \\
+ TR_t - P_t C_t + n_{TH,t} W_{TH,t} h_{TH,t} + n_{N,t} W_{N,t} h_{N,t} \\
+ \int_0^1 \Pi_{TH,t} (f_{TH}) \, df_{TH} + \int_0^1 \Pi_{N,t} (f_N) \, df_N + R_t, \tag{2} 
\]

where \( B \) is the internationally traded bond, \( \frac{\nu}{C^0} B \) is the cost of holding one unit of the bond,\(^{11}\) which depends on the positive parameter \( \nu \), \( M \) are nominal money balances, \( r \) is the real interest rate, \( TR \) are government transfers, \( W_{TH} \) and \( W_N \) are the wages paid in the traded and nontraded sector respectively,\(^{12}\) \( \Pi_{TH} (f_{TH}) \) and \( \Pi_N (f_N) \) are the profits that the individual
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\(^9\)Total time available is different for the employed (\( \Gamma \)) and the unemployed (\( \tau \)). By assuming that \( \tau \) is sufficiently small, it is possible to ensure that the unemployed do not enjoy greater utility ex-post than the employed.

\(^{10}\)This assumption ensures stationarity of the model and a well-defined steady state, as demonstrated by Schmitt-Grohe and Uribe (2003).

\(^{11}\)\( C^0 \) denotes the steady-state value of Home consumption.

\(^{12}\)The budget constraint states that the individual receives the expected income. Because of the law of large numbers, the probabilities chosen at the individual level and the fraction of individuals at the aggregate level that work in a given sector coincide.
receives from firms \( f_{TH} \) (traded sector) and \( f_N \) (nontraded sector), and \( R \) represents the rents generated by the financial intermediaries.\(^{13}\) The budget constraint of Foreign individuals is analogous. The internationally traded bond \( B \) is in zero net supply worldwide.

### 3.1.1 Consumption indexes

The preferences over traded and nontraded goods in the Home country are specified as follows:

\[
C_t = \left[ (1 - \gamma) \frac{1}{\phi} \left( \frac{\phi - 1}{\phi} \right) \left( C_{TH,t} \right)^{\frac{\phi - 1}{\phi}} + \gamma \frac{1}{\phi} \left( C_{N,t} \right)^{\frac{\phi - 1}{\phi}} \right]^{\frac{\phi}{\phi - 1}}, \tag{3}
\]

where \( (1 - \gamma) \) and \( \gamma \) are preference weights, and \( \phi \) is the substitution elasticity. Preferences in the Foreign country are described by an equivalent aggregator, with the same parameters \( \gamma \) and \( \phi \).

The aggregators for traded goods consumption in the Home and Foreign countries at date \( t \) are, respectively:

\[
C_{T,t} = \left[ \left( 1 - \delta \right) \frac{1}{\theta} \left( C_{TH,t} \right)^{\frac{\theta - 1}{\theta}} + \delta \frac{1}{\theta} \left( C_{TF,t} \right)^{\frac{\theta - 1}{\theta}} \right]^{\frac{\theta}{\theta - 1}}, \tag{4}
\]

\[
C_{T,t}^* = \left[ \delta \frac{1}{\theta} \left( C_{TH,t}^* \right)^{\frac{\theta - 1}{\theta}} + \left( 1 - \delta \right) \frac{1}{\theta} \left( C_{TF,t}^* \right)^{\frac{\theta - 1}{\theta}} \right]^{\frac{\theta}{\theta - 1}}. \tag{5}
\]

The preferences for the individual goods or varieties are also represented by CES aggregators, for example, in the Home country the preferences for the domestic traded varieties are given by:

\[
C_{TH,t} = \left[ \int_0^1 c_{TH,t} (f_{TH})^{\frac{\eta - 1}{\eta}} df_{TH} \right]^{\frac{\eta}{\eta - 1}}. \tag{6}
\]

### 3.1.2 Government budget constraint and money supply

The Home and Foreign governments purchase only nontraded goods\(^{14}\) produced in their own country. As in Chari, Kehoe and McGrattan’s (2002) model, money growth rates follow AR(1) processes, whose unconditional mean is zero. Therefore, the target of monetary policy is a

\(^{13}\)Individuals are allocated to the sectors randomly, but they can perfectly share the income risk resulting from the lottery. All individuals then receive the average wage, given their chosen \( n_{TH} \) and \( n_N \), as demonstrated by Rogerson (1988). Hence probabilities appear in the budget constraint (2).

\(^{14}\)According to the Bureau of Economic Analysis’ "Guide to the National Income and Product Accounts of the United States", government expenditure essentially consists of services provided to the public free of charge.
money growth rate of zero. The budget constraint of the Home government at date \( t \) is given by:

\[
M_t - M_{t-1} = P_{N,t} G_t + TR_t ,
\]

where \( G \) is a public expenditure aggregator or production function:

\[
G_t = \left[ \int_0^1 g_t(f_N)^{\frac{g-1}{g}} df_t \right]^{\frac{1}{g-1}} .
\]

The Foreign government budget constraint and the public expenditure aggregator are entirely analogous. Government expenditures in both countries follow AR(1) processes with an unconditional mean of zero.

### 3.2 Firms

I introduce nominal rigidities à la Calvo (1983), by assuming that firms change their prices infrequently, and each firm has a fixed probability of changing its prices at date \( t \). An important issue in two-country, two-currency models is the choice of currency of invoicing. For example, Obstfeld and Rogoff (1995) assume that the law of one price holds and that prices are sticky in the currency of the producer, while Betts and Devereux (1996, 2000) assume that prices are sticky in the currency of the destination market. I assume that traded goods firms in both countries set two different prices, one for the Home market and one for the Foreign market, and that the price for the Foreign market can adjust to changes in the nominal exchange rate, as in Corsetti and Pesenti (2005). Specifically, I assume that the export prices\(^{15} \) of Home and Foreign traded varieties \( f_{TH} \) and \( f^*_{TF} \) are given, respectively, by:

\[
p^*_{TH,t}(f_{TH}) = \frac{\bar{p}_{TH,t}(f_{TH})}{e_t^{\zeta}}, \quad p_{TF,t}(f^*_{TF}) = e_t^{\zeta} \bar{p}_{TF,t}(f^*_{TF}),
\]

where \( e_t \) is the nominal exchange rate (the price of the Home currency in terms of the Foreign currency) at date \( t \), \( \bar{p}_{TH}(f_{TH}) \) and \( \bar{p}_{TF}(f^*_{TF}) \) are predetermined components that are chosen in period \( t \), and \( \zeta \) is the elasticity of exchange rate pass-through, constant by assumption. The pass-through elasticity can be calibrated at any level between zero and one.\(^{16} \)

\(^{15}\)Prices of individual varieties are denoted with lower cases, price indexes (the prices of the consumption aggregators) are denoted with upper cases. Price indexes are defined in the standard way, as the minimal expenditures needed to buy one unit of the corresponding consumption aggregators.

\(^{16}\)If \( \zeta^* \) and \( \zeta \) are equal to one prices are essentially sticky in the producer’s currency and the exchange rate
The Home traded sector firm \( f_{TH} \) chooses the price \( p_{TH,t} (f_{TH}) \) of domestic sales, and the predetermined component \( \tilde{p}_{TH,t} (f_{TH}) \) of the export price, by solving the following problem:\(^{17}\)

\[
\max \ E_t \sum_{j=0}^{\infty} (\varphi \beta)^j Q_{t,t+j} \left[ \frac{p_{TH,t+j}(f_{TH})}{P_{T, t+j}} \cdot y^H_{TH,t+j|t} (f_{TH}) + \frac{p_{TH,t+j}^*(f_{TH})}{P_{T, t+j}} y^F_{TH,t+j|t} (f_{TH}) - \frac{W_{TH,t+j}}{P_{T, t+j}} \cdot \tilde{h}_{TH,t+j|t} (f_{TH}) \right], \tag{10}
\]

subject to:

\[
\begin{align*}
  y^H_{TH,t+j|t} (f_{TH}) &= \left( \frac{p_{TH,t+j}(f_{TH})}{P_{T, t+j}} \right)^{-\eta} C_{TH,t+j} , \\
y^F_{TH,t+j|t} (f_{TH}) &= \left( \frac{p_{TH,t+j}^*(f_{TH})}{P_{T, t+j}} \right)^{-\eta} C^*_{TH,t+j} , \\
p_{TH,t+j}^*(f_{TH}) &= \tilde{p}_{TH,t} (f_{TH}) e_{t+j}^\zeta , \tag{11}
\end{align*}
\]

where \( Q_{t,t+j} = \frac{u'(C_{t+j})}{a'(C_t)} \), and \((\varphi)^j\) is the probability that \( p_{TH,t} (f_{TH}) \) and \( \tilde{p}_{TH,t} (f_{TH}) \) still apply at the future date \( t + j \). The variables \( y^H_{TH,t+j|t} (f_{TH}) \), \( y^F_{TH,t+j|t} (f_{TH}) \) and \( \tilde{h}_{TH,t+j|t} (f_{TH}) \) respectively denote output sold at Home and abroad and the total labour input used by the firm, if the prices decided at \( t \) still apply at date \( t + j \).

The production function of firm \( f_{TH} \) is:

\[
y^H_{TH,t} (f_{TH}) + y^F_{TH,t} (f_{TH}) = z_{TH,t} \cdot \tilde{h}_{TH,t} (f_{TH})^\alpha , \tag{12}
\]

where \( \alpha \) is a parameter that allows for decreasing returns to labour, and \( z_{TH} \) represents technology, which affects the productivity of labour. Wages are flexible. Firm \( f_{TH} \) uses an aggregate of all labour inputs which is given by:\(^{18}\)

\[
\tilde{h}_{TH,t} (f_{TH}) = n_{TH,t} h_{TH,t} (f_{TH}) . \tag{13}
\]

The production functions and maximization problems of Foreign firms \( f^*_F \) and \( f^*_N \) are the same as in the Home country. Note that only traded sector firms set two prices. Nontraded pass-through is complete. If \( \zeta^* \) and \( \zeta \) are equal to zero prices are sticky in the local currency and the exchange rate pass-through is zero.

\(^{17}\) In this model firms take into account the demand for their product when maximizing profits, but they take the individuals’ allocative choices and supply of hours as given. The assumptions on the functional forms and the requirement that \( \alpha \leq 1 \) ensure that profits are a concave function of prices.

\(^{18}\) The aggregate labour input is given by the number of hours worked in the sector by each individual, times the measure of individuals working in that sector.
firms set only one price, for sales to their own domestic market.

Finally, the growth rate of technology for each country and sector follows an AR(1) process with an unconditional mean of zero.

### 3.3 The solution of the model

The rest of the paper focuses on a symmetric equilibrium, so all firms that can modify their price at date $t$ set the same price. The model is solved by log-linearising the equations around a deterministic equilibrium or steady state in which all the exogenous stochastic processes are set equal to their unconditional means, their variances are set to zero, and net foreign asset positions are normalised at zero.\(^\text{19}\)

The steady-state terms of trade is not normalised to one but it is computed explicitly. It depends not only on the preference parameters but also on real factors, such as the unconditional means of the productivity processes. Three of these unconditional means are free parameters, which are calibrated so that in the steady state the ratio of Home to Foreign traded output is equal to one, and the Home and Foreign ratios of traded to nontraded output\(^\text{20}\) are equal to 0.2.

An important feature of the solution is that individuals optimally choose to work a fixed workweek, i.e. $h_{TH,t}$ and $h_{N,t}$ are always constant and equal to each other. The adjustment in the labour inputs takes place exclusively through the extensive margin, i.e. the participation rates or probabilities.\(^\text{21}\)

\(^{19}\)No country is a net borrower or lender in the steady state, but international borrowing and lending occur in the short-run or transitional equilibrium path.

\(^{20}\)In the US, the ratio of value added in manufacturing over the value added in services is approximately equal to 0.2. Source: own calculations based on the Groningen 60-Industry Database, http://www.ggdc.net.

\(^{21}\)This happens for the following reason. From the Home individual maximization problem, by combining the first order condition with respect to $h_{TH,t}$ with the first-order condition with respect to $n_{TH,t}$, we obtain:

$$\kappa (\Gamma - \psi - h_{TH,t}) = -\kappa' (\Gamma - \psi - h_{TH,t}) h_{TH,t}$$

Analogously, by combining the first order condition with respect to $h_{N,t}$ with the first-order condition with respect to $n_{N,t}$, we obtain:

$$\kappa (\Gamma - \psi - h_{N,t}) = -\kappa' (\Gamma - \psi - h_{N,t}) h_{N,t}$$

It is then immediate to see that, at least for most commonly used functional forms, both the above two equations are satisfied when hours worked in the two sectors are constant and equal to each other, in the steady state and at each date $t$. 
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4 Graphical analysis

4.1 Introduction and methodology

In this Section I show that, after aggregating the equations of the model, the short-run transmission of shocks to the traded and nontraded sectors can be analysed with the aid of a simple Figure. Specifically, a system of three equations, (17), (19) and (20) can be used to illustrate the variables through which the shocks are propagated to sectoral output, employment and prices.\(^{22}\) Although some explanatory variables of this system are endogenous, it is not necessary to include more equations in the system for the purpose of explaining sectoral transmission, because only the knowledge of how the shocks affect the explanatory variables is required.

All the equations presented in this section describe the short-run equilibrium after a shock occurs at date \(t\), under the assumption that in period \(t - 1\) the economy is at its steady state. I also assume that \(\theta = 1\), as this also simplifies the equations without limiting the analysis.\(^{23}\)

4.2 Definitions

For any variable \(X\), let \(X_0\) denote the value of the variable at the deterministic equilibrium or steady state. Let \(\hat{X}_t \equiv \log (X_t/X_0) \simeq (X_t - X_0)/X_0\) denote the approximate short-run log-deviation from the initial steady state, and let \(dX_t \equiv (X_t - X_0)/C_0\) denote instead the linear deviation, normalised with respect to steady-state consumption.

Total traded output is the sum of output sold at home and abroad:

\[
Y_{TH,t} \equiv Y_{TH,t}^H + Y_{TH,t}^F = C_{TH,t} + C^*_T H,t . \tag{14}
\]

Traded sector firms set two different prices, one for domestic sales and one for exports. I define the price index for all Home traded goods as a weighted average of the prices set by the firms, with weights taken from the steady state:

\[
P_{TH,t}^y \equiv \frac{P_{TH,t} \cdot Y_{TH,t}^H + e_t P_{TH,t}^* \cdot Y_{TH,t}^F}{P_{TH,t} \cdot Y_{TH,t}^H + e_0 P_{TH,t}^* \cdot Y_{TH,t}^F} . \tag{15}
\]

\(^{22}\)The system illustrates the sectoral effects of the exogenous shocks because all the dependent variables are in ratios. For example, if the ratio \(Y_{TH,t}/Y_N\) remains constant after a given shock occurs, then the responses of traded and nontraded output to the shock are identical. If, for example, \(Y_{TH,t}/Y_N\) increases and both responses have positive sign, then we must deduce that the response of \(Y_{TH,t}\) is larger than the response of \(Y_N\).

\(^{23}\)If \(\theta\) is different from one then the parameter \(\delta\) in equations (17) and (19) is replaced by the steady-state export share, which is increasing in \(\delta\).
The terms of trade plays a crucial role in the transmission of shocks. It is defined as the price of Home imports over the price of Home exports:

\[ T_t \equiv \frac{P_{TF,t}}{\epsilon_t \cdot P_{TH,t}}. \]  

(16)

### 4.3 The relative supply

First, an expression describing the evolution of inflation in the Home traded sector is derived from the first-order condition of the firm maximization problem. Then, by subtracting from that expression its counterpart for the Home nontraded sector\(^{24}\) we obtain:

\[ \hat{P}_{TH,t} - \hat{P}_{N,t} = \delta (1 - \zeta) \epsilon_t + \beta E_t \left[ \pi_{TH,t+1} - \pi_{N,t+1} - \delta (1 - \zeta) (\epsilon_{t+1} - \epsilon_t) \right] + \left( \frac{1 - \varphi \beta}{1 + \eta \frac{1 - \alpha}{\alpha}} \frac{1 - \varphi}{\varphi} \right) \left( \hat{M}C_{TH,t} - \hat{M}C_{N,t} \right), \]  

(17)

where \( \pi_{TH,t+1} \equiv \hat{P}_{TH,t+1} - \hat{P}_{TH,t} \) denotes inflation in the traded sector, \( \pi_{N,t+1} \equiv \hat{P}_{N,t+1} - \hat{P}_{N,t} \) denotes inflation in the nontraded sector, \( \hat{M}C_{TH} \) denotes real marginal cost in the traded sector:

\[ \hat{M}C_{TH,t} \equiv \hat{W}_{TH,t} - \hat{P}_{TH,t} - \frac{1}{\alpha} \hat{z}_{TH,t} + \frac{1}{\alpha} \hat{Y}_{TH,t}, \]  

(18)

and \( \hat{M}C_{N} \) is analogously defined.

The relative output supply (17) describes how firms adjust the traded to nontraded output ratio \( Y_{TH}/Y_N \) following changes in the relative price \( P_{TH,t}/P_{N,t} \). It shows that short-run movements in the relative price depend on changes in the current and the expected future nominal exchange rates, and the expectations of future inflation and real marginal cost differentials\(^{25}\).

Monetary shocks are transmitted to the relative supply (17) via changes in the nominal exchange rate and expected inflation differentials. The response of the relative price \( P_{TH,t}/P_{N,t} \) to changes in the nominal exchange rate crucially depends on the degree of pass-through. If the pass-through is zero a depreciation of the Home currency in the current period (a positive \( \hat{\epsilon}_t \)) has a positive effect on \( P_{TH,t}/P_{N,t} \) (Equation 17). This happens because after a depreciation

---

\(^{24}\)The derivations of the equations are available in the Appendix.

\(^{25}\)The slope of the relative supply curve depends on \((1 - \alpha)/\alpha\), the coefficient on output in Equation (18). If \( \alpha < 1 \), the slope is positive because the marginal productivity falls with production, so firms charge higher prices to compensate for the fall in productivity.
Home traded sector firms receive more Home currency for each unit of output sold abroad (Equation 15). However, an expected depreciation in the next period will have, ceteris paribus, an opposite effect on $P_{TH,t}^y/P_{N,t}$. In this case, Home traded sector firms know that in the next period they will receive more Home currency for each unit of exports, so today they increase their prices less.

Productivity shocks are transmitted to the relative supply (17) via changes in marginal costs. A positive productivity shock, for example, lowers firms’ real marginal costs, and induces them to lower their prices. If the productivity shock and the resulting fall in the marginal cost are persistent, then expected future inflation, which appears on the right-hand side of Equation (17), also falls. Therefore, under a positive productivity shock in the traded sector the relative price falls, while the opposite happens under a positive productivity shock in the nontraded sector.  

4.4 The relative demand

By manipulating the demands for traded and nontraded goods, and using the Foreign resource constraint to substitute out the demand for Home exports, we obtain:

$$\hat{Y}_{TH,t} - \hat{Y}_{N,t} = -\phi \left( \hat{P}_{TH,t}^y - \hat{P}_{N,t} \right) + \delta (1 - \phi) \hat{T}_t + \delta k_4 dB_t - k_7 dG_t , \quad (19)$$

where $k_4$ and $k_7$ are positive coefficients computed from the steady state equations. Notice that if there were no imports ($\delta = 0$), and thus the economy was closed, then only the relative price and government expenditure would affect the demand relationship.

Equation (19) shows that, keeping everything else unchanged, when the relative price $P_{TH,t}^y/P_{N,t}$ increases the demand for $Y_{TH}/Y_N$ decreases. An increase in (Home) bond holdings relative to the steady state implies that the Foreign country is increasing consumption through debt, so there is more demand for Home exports and the traded-nontraded output ratio increases. Moreover, when government expenditure increases the traded-nontraded output ratio decreases, as there is more demand for nontraded goods.

The response of the traded-nontraded output ratio $Y_{TH}/Y_N$ to an increase (deterioration)

\footnote{If $\zeta = 0$ (local currency pricing) then $\hat{P}_{TH,t}^y$ can be regarded as predetermined, therefore an increase in $\epsilon_t$ results in an increase in $P_{TH,t}^y$, as shown by Equation 15.}

\footnote{Notice that $\hat{P}_{TH,t}^y$ and $\hat{P}_{N,t}$ appear both on the left and on the right-hand side of equation (17), since they affect the two marginal costs. It is possible re-write equation (17) so that the price indexes are all on the left-hand side, but the analysis would stay unchanged.}
in the terms of trade depends on the parameter $\phi$ (Equation 19). If $\phi$ is larger than one, the response is negative. This happens because if the terms of trade increases, the relative price of imports increases, resulting in an increase in the price of traded goods relative to nontraded goods, $P_T/P_N$. If the elasticity of substitution $\phi$ is greater than one, consumers substitute a large amount of traded goods with nontraded goods, resulting in an increase in the demand for $Y_{TH}/Y_N$.

The relative employment demand is found by a manipulation of the production functions in the two sectors:

$$\hat{n}_{TH,t} - \hat{n}_{N,t} = \frac{1}{\alpha} \left( \hat{Y}_{TH,t} - \hat{Y}_{N,t} \right) - \frac{1}{\alpha} (\hat{z}_{TH,t} - \hat{z}_{N,t}) .$$ (20)

Equation (20) shows that the changes in $n_{TH,t}/n_N$ can be explained by changes in the traded-nontraded output ratio and by sectoral productivity shocks.

Equations (17) to (20) are represented in Figure 1. The shifts in these relationships jointly determine the short-run changes in the relative price $P_{TH,t}/P_N$, the traded-nontraded output ratio $Y_{TH,t}/Y_N$ and the traded-nontraded employment ratio $n_{TH,t}/n_{N,t}$ after a shock. Notice that while Home productivity and government expenditure shocks directly affect Equations (17) to (20), Home monetary shocks and all the Foreign shocks affect these relationships only indirectly, through their effect on the terms of trade and bond holdings (Equation 19), and on the current and the expected future nominal exchange rates and the expected sectoral inflation differential\(^{28}\) (Equation 17).

5 Numerical results

The baseline parameters used in the computation of the impulse responses and in the simulations of the model are presented in Table 1. The intermediation cost parameter $\nu$ is chosen so that the spread in the nominal interest rates approximates the value suggested by Benigno (2009). The consumption elasticity of money demand ($\sigma/\varepsilon$) is commonly estimated to be unity, and the value of $\sigma$ is taken from Chari, Kehoe and McGrattan (2002). I set the elasticities of

---

\(^{28}\) The Home and Foreign money demand and the Euler equations for consumption are the only equations that were left out in the derivation of Equations (17), (19) and (20). However, such omission does not weaken the analysis, since the transmission of shocks through intertemporal substitution and the interest rate is already captured by the change in bonds holdings in Equation (19). Therefore, the system is sufficient to capture all the variables through which the exogenous shocks are transmitted to the sectoral output, price and employment ratios.
Figure 1: Relative price, output and employment
Table 1: Baseline parametrization

<table>
<thead>
<tr>
<th>Individual preferences and budget constraint:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$  Discount factor</td>
</tr>
<tr>
<td>$\nu$   Intermediation cost</td>
</tr>
<tr>
<td>$\sigma$ Risk aversion for consumption</td>
</tr>
<tr>
<td>$\varepsilon$ Risk aversion for real money balances</td>
</tr>
<tr>
<td>$\phi$  Elasticity of substitution traded-nontraded goods</td>
</tr>
<tr>
<td>$\gamma$ Weight of nontraded goods in total consumption</td>
</tr>
<tr>
<td>$\theta$ Elasticity of substitution Home-Foreign traded goods</td>
</tr>
<tr>
<td>$\delta$ Home bias parameter</td>
</tr>
<tr>
<td>Production:</td>
</tr>
<tr>
<td>$\eta$  Elasticity of substitution among differentiated goods</td>
</tr>
<tr>
<td>$\zeta$ Pass-through elasticity</td>
</tr>
<tr>
<td>$\varphi$ Probability of not changing prices</td>
</tr>
<tr>
<td>$\alpha$ Elasticity of output with respect to hours</td>
</tr>
</tbody>
</table>

substitution $\phi$ and $\theta$ equal to one, and in Section 5.1 I analyse whether the results change if $\phi$ and $\theta$ are different from one. The preference weight for nontraded goods $\gamma$ is set between the values suggested by Obstfeld and Rogoff (2007) and Benigno and Thoenissen (2003), and the parametrization of $\delta$, the preference weight for Foreign-produced traded goods, is as in Obstfeld and Rogoff (2005). The parameter $\eta$ implies that the steady state markup is about 1.15, and the price adjustment parameter $\varphi$ is set such that the average price duration is one year. The parameter $\alpha$ is calibrated so that, given the mark-up, in the steady state the share of wages in total output is equal to 0.7. Finally, the utility parameters $\kappa$ and $\psi$ are chosen so that hours worked in the steady state are equal to 0.24.

5.1 Responses to monetary shocks

Selected impulse responses to a 1% unexpected increase in the Home nominal money growth rate are presented in Figure 2. The domestic transmission of monetary shocks is consistent with the stylized facts reported, for example, by Christiano, Eichenbaum and Evans (1999). After a positive Home monetary shock, Home consumption increases, and output and employment increase in both sectors. This happens both when $\zeta$ is equal to zero and when $\zeta$ is equal to one, moreover, in both cases the real and the nominal exchange rate depreciate. The short-run depreciation of the nominal exchange rate is greater than the long-run depreciation (Figure 2), consistently with Dornbusch’s (1976) exchange rate overshooting model. However, some

29The calibrated value for $\delta$ implies that the share of imports over aggregate output is 5%, which is roughly the share of the combined imports from Canada, Japan, Mexico, France, Germany and the UK over U.S. GDP.
empirical studies (for example, Eichenbaum and Evans 1995) show that the peak appreciation of the nominal exchange rate occurs with a lag.

The pass-through elasticity is key to understanding the transmission of monetary shocks to the current account. If $\zeta$ is equal to one, the nominal depreciation induces a switch in demand from Foreign to Home-produced goods (since the latter are relatively cheaper), as a result, the Home current account improves. On the other hand, if $\zeta$ is equal to zero, there is no expenditure-switching, but since the nominal depreciation increases the domestic currency earnings of traded sector firms, the current account improves also in this case. The improvement in the current account after a positive monetary shock is consistent with the empirical findings of Giuliodori (2004) and Lee and Chinn (2006). As the current account improves, bond holdings increase (Figure 2).

In what follows, I explain how to use the analytical framework of Section 4 to investigate how the pass-through elasticity and the other parameters of the model affect the transmission of monetary shocks to the two sectors. Consequently, in Figure 2 I report only the responses of traded and nontraded output, together with the most important variables that show up explicitly in equations (17) and (19). The responses of Figure 2 have been derived under the baseline parametrization of Table 1, thus under the simplifying assumptions that the degree of price rigidity is the same in both sectors, and that the two substitution elasticities $\phi$ and $\theta$ are equal to one. Impulse responses under alternative parametrizations are concisely reported in Tables 2 and 3 and discussed separately.

The parameters of the model affect the short-run equilibrium conditions (17) and (19) in two ways. First, the model parameters enter Equations (17) to (19) directly, thus affecting the slope and the intercept of the relative supply and demand schedules. Secondly, the model parameters affect the responses of $\hat{T}_t$, $dB_t$, the nominal exchange rate and expected inflation in the two sectors, therefore indirectly affecting the relative supply and demand schedules through their impact on the variables that are exogenous to the system of equations (17) to (19).

If $\zeta$ is equal to one, the exchange rate pass-through into import prices is full, so the currency depreciation causes an increase in the Home import price $P_{TF,t}$ plus a fall in the export price $P_{TH,t}$, and as a result the terms of trade increases (Equation 16). On the other hand, if $\zeta$ is equal to zero, there is no expenditure-switching, but since the nominal depreciation increases the domestic currency earnings of traded sector firms, the current account improves also in this case. The improvement in the current account after a positive monetary shock is consistent with the empirical findings of Giuliodori (2004) and Lee and Chinn (2006). As the current account improves, bond holdings increase (Figure 2).

In what follows, I explain how to use the analytical framework of Section 4 to investigate how the pass-through elasticity and the other parameters of the model affect the transmission of monetary shocks to the two sectors. Consequently, in Figure 2 I report only the responses of traded and nontraded output, together with the most important variables that show up explicitly in equations (17) and (19). The responses of Figure 2 have been derived under the baseline parametrization of Table 1, thus under the simplifying assumptions that the degree of price rigidity is the same in both sectors, and that the two substitution elasticities $\phi$ and $\theta$ are equal to one. Impulse responses under alternative parametrizations are concisely reported in Tables 2 and 3 and discussed separately.

The parameters of the model affect the short-run equilibrium conditions (17) and (19) in two ways. First, the model parameters enter Equations (17) to (19) directly, thus affecting the slope and the intercept of the relative supply and demand schedules. Secondly, the model parameters affect the responses of $\hat{T}_t$, $dB_t$, the nominal exchange rate and expected inflation in the two sectors, therefore indirectly affecting the relative supply and demand schedules through their impact on the variables that are exogenous to the system of equations (17) to (19).

If $\zeta$ is equal to one, the exchange rate pass-through into import prices is full, so the currency depreciation causes an increase in the Home import price $P_{TF,t}$ plus a fall in the export price $P_{TH,t}$, and as a result the terms of trade increases (Equation 16). On the other hand, if $\zeta$ is equal to zero, there is no expenditure-switching, but since the nominal depreciation increases the domestic currency earnings of traded sector firms, the current account improves also in this case. The improvement in the current account after a positive monetary shock is consistent with the empirical findings of Giuliodori (2004) and Lee and Chinn (2006). As the current account improves, bond holdings increase (Figure 2).

In what follows, I explain how to use the analytical framework of Section 4 to investigate how the pass-through elasticity and the other parameters of the model affect the transmission of monetary shocks to the two sectors. Consequently, in Figure 2 I report only the responses of traded and nontraded output, together with the most important variables that show up explicitly in equations (17) and (19). The responses of Figure 2 have been derived under the baseline parametrization of Table 1, thus under the simplifying assumptions that the degree of price rigidity is the same in both sectors, and that the two substitution elasticities $\phi$ and $\theta$ are equal to one. Impulse responses under alternative parametrizations are concisely reported in Tables 2 and 3 and discussed separately.
Figure 2: Impulse responses to a 1% Home monetary shock, baseline parametrization and $\phi = 1$

Note: Responses are percentage deviations from steady state values, except for bond holdings, which are linear deviations. Time is in quarters.
equal to zero there is no pass-through of exchange rate changes into import prices, thus the nominal depreciation causes the terms of trade to fall (Equation 16). Moreover, if $\zeta$ is equal to one the increase of Home traded output is bigger than the increase in nontraded output, but if $\zeta$ is equal to zero the increase of Home traded output is smaller than the increase in nontraded output (Figure 2).

The impulse responses of Figure 2 can be understood by means of Figure 3, which illustrates how the supply (17) and demand (19) shift after a positive shock to the Home money growth rate. The relative output demand (19) shifts up because Home bond holdings become positive. Since both sectors have the same degree of price stickiness, the difference between the expected future inflation rates in the two sectors is very small, moreover, with this parametrization there is only a mild exchange rate overshooting. Therefore, the most significant variable on the right-hand side of the relative supply curve (17) is the nominal exchange rate depreciation at time $t$. The pass-through elasticity $\zeta$ determines the size of the shift of the relative supply curve. If $\zeta$ is equal to one (full pass-through), then the exchange rate drops from the right-hand side of Equation (17), which implies that the relative supply curve does not shift after a monetary shock. Therefore, the short-run equilibrium is point $B$ in Figure 3: there is a stronger response of the traded-nontraded output ratio and a modest increase in the relative price. If $\zeta$ is lower than one (incomplete pass-through), then the relative supply curve shifts upwards, as a result there is a larger increase in the relative price and a smaller increase of the traded-nontraded output ratio than if $\zeta = 1$ (point $A$). The lower is $\zeta$, and the higher is the upward shift of the relative supply curve (17) after a monetary shock. In the limiting case of zero pass-through, the increase in the relative price is so pronounced that the traded-nontraded output ratio falls in the short-run. Point $C$ in Figure 3 is the short-run equilibrium after a monetary shock if $\zeta$ is equal to zero.

To check the robustness of these results I compute the impulse responses under alternative assumptions about the other parameter values (Tables 2 and 3). For each of the two elasticities of substitution in consumption I consider the two symmetric values of 0.5 and 1.5, since most of the values used in the literature lie within or close to this range. Both elasticities may change the response of the traded-nontraded output ratio: $\phi$ affects the slope and the intercept of the relative demand (19), and $\theta$ affects the response of bond holdings. According to Tables

---

32 For example, Obstfeld and Rogoff (2005) consider a value of 2 for the elasticity of substitution between traded and nontraded goods $\phi$, but they cite empirical estimates as low as 0.44. Corsetti, Dedola and Leduc (2008) consider both values of 0.5 and 1.5 for the elasticity of substitution between Home and Foreign traded goods $\theta$. 
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Figure 3: Sectoral effects of monetary shocks
Table 2: Responses to a Home monetary shock, $\zeta = 0$

<table>
<thead>
<tr>
<th>$t$</th>
<th>Baseline</th>
<th>$\theta = 0.5$</th>
<th>$\theta = 1.5$</th>
<th>$\delta = 0.1$</th>
<th>$\delta = 0.4$</th>
<th>$\phi = 0.5$</th>
<th>$\phi = 1.5$</th>
<th>Het. price rigidity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Response of $Y_{TH}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.239</td>
<td>0.229</td>
<td>0.247</td>
<td>0.314</td>
<td>0.198</td>
<td>0.248</td>
<td>0.230</td>
<td>0.019</td>
</tr>
<tr>
<td>5</td>
<td>0.099</td>
<td>0.079</td>
<td>0.106</td>
<td>0.155</td>
<td>0.064</td>
<td>0.113</td>
<td>0.076</td>
<td>-0.431</td>
</tr>
<tr>
<td>21</td>
<td>-0.036</td>
<td>-0.038</td>
<td>-0.045</td>
<td>-0.005</td>
<td>-0.053</td>
<td>-0.043</td>
<td>-0.041</td>
<td>-0.238</td>
</tr>
<tr>
<td></td>
<td>Response of $Y_N$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.360</td>
<td>0.358</td>
<td>0.359</td>
<td>0.352</td>
<td>0.361</td>
<td>0.353</td>
<td>0.373</td>
<td>0.565</td>
</tr>
<tr>
<td>5</td>
<td>0.193</td>
<td>0.181</td>
<td>0.193</td>
<td>0.181</td>
<td>0.194</td>
<td>0.182</td>
<td>0.208</td>
<td>0.580</td>
</tr>
<tr>
<td>21</td>
<td>0.001</td>
<td>-0.015</td>
<td>0.002</td>
<td>0.007</td>
<td>-0.003</td>
<td>0.004</td>
<td>-0.013</td>
<td>0.161</td>
</tr>
</tbody>
</table>

Note: Responses are percent deviations from steady state values at quarters 1, 5 and 21. The baseline parametrization is shown in Table 1, $\phi = 1$. The other specifications differ from the baseline only with respect to the parameters indicated at the top of each column. In the last column ("Heterogeneous price rigidity") $\phi_{TH} = \phi_{TF} = 0.559$ and $\phi_{N} = \phi_{N} = 0.890$. The AR parameters of the exogenous processes are in Table 4.

Table 3: Responses to a Home monetary shock, $\zeta = 1$

<table>
<thead>
<tr>
<th>$t$</th>
<th>Baseline</th>
<th>$\theta = 0.5$</th>
<th>$\theta = 1.5$</th>
<th>$\delta = 0.1$</th>
<th>$\delta = 0.4$</th>
<th>$\phi = 0.5$</th>
<th>$\phi = 1.5$</th>
<th>Het. price rigidity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Response of $Y_{TH}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.727</td>
<td>0.442</td>
<td>0.972</td>
<td>0.494</td>
<td>0.818</td>
<td>0.802</td>
<td>0.649</td>
<td>0.430</td>
</tr>
<tr>
<td>5</td>
<td>0.319</td>
<td>0.220</td>
<td>0.383</td>
<td>0.230</td>
<td>0.353</td>
<td>0.359</td>
<td>0.270</td>
<td>-0.344</td>
</tr>
<tr>
<td>21</td>
<td>-0.024</td>
<td>0.015</td>
<td>-0.061</td>
<td>-0.002</td>
<td>-0.033</td>
<td>-0.020</td>
<td>-0.030</td>
<td>-0.238</td>
</tr>
<tr>
<td></td>
<td>Response of $Y_N$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.450</td>
<td>0.461</td>
<td>0.443</td>
<td>0.382</td>
<td>0.482</td>
<td>0.400</td>
<td>0.568</td>
<td>0.632</td>
</tr>
<tr>
<td>5</td>
<td>0.215</td>
<td>0.228</td>
<td>0.208</td>
<td>0.186</td>
<td>0.228</td>
<td>0.195</td>
<td>0.253</td>
<td>0.583</td>
</tr>
<tr>
<td>21</td>
<td>0.001</td>
<td>0.014</td>
<td>-0.003</td>
<td>0.006</td>
<td>-0.001</td>
<td>0.006</td>
<td>-0.014</td>
<td>0.161</td>
</tr>
</tbody>
</table>

Note: See Table 2.

2 and 3, the result that traded sector output responds more to monetary shocks if the pass-through elasticity is equal to one, but responds less if the pass-through elasticity is zero, is generally robust to changes in $\phi$ and $\theta$. Only in the case of $\theta = 0.5$ the short-run response of nontraded output is above the response of traded output, regardless of the degree of pass-through. However, empirical estimates of $\theta$ do not suggest that it should be well below one, instead, there is considerable uncertainty regarding the value of trade elasticities.\footnote{Estimates of $\theta$ based on aggregated data suggest values lower than one, while estimates based on disaggregated data suggest much larger values. Explanations of such discrepancies have pointed to the problem of the aggregation bias (Obstfeld and Rogoff 2005).}

The parameter $\delta$ may also affect the result since it directly enter into Equations (17) and...
Most papers in the literature assume home bias in consumption, therefore $\delta$ is normally calibrated below 0.5. In the baseline parametrization, $\delta$ is equal to the ratio of imports of goods over total expenditure on goods. I consider two alternative values, $\delta = 0.1$ and $\delta = 0.4$. Tables 2 and 3 show that the result that trade openness increases the output sensitivity to monetary shocks when $\zeta = 1$, but decreases it when $\zeta = 0$, is robust to changes in $\delta$.

Bouakez, Cardia and Ruge-Murcia (2009) find evidence of substantial heterogeneity in price rigidity across sectors, moreover, they show that such heterogeneity is crucial to understand the sectoral responses to monetary shocks. In order to investigate how heterogeneity in price rigidity affects the sectoral responses to monetary shocks, I relax the assumption that the two sectors have the same degree of price rigidity. Specifically, I set $\varphi_{TH} = \varphi_{TF} = 0.559$ and $\varphi_N = \varphi^*_N = 0.890$, which are the Bouakez, Cardia and Ruge-Murcia’s implied estimates of the probabilities of not changing prices in the nondurable manufacturing and the service sectors, respectively. The assumption that prices are more flexible in the traded sector affects the result significantly: now nontraded output responds more than traded output to monetary shocks not only when the pass-through elasticity is zero, but also when it is one (Tables 2 and 3, column 8). However, this finding is also due to the relatively high ($\phi = 1$) elasticity of substitution between traded and nontraded goods. Since lower values are more common in the literature, I depart from this simplifying assumption in the next Section.

In summary, the results of Tables 2 and 3 show that the most important factors which affect the role of trade openness in the transmission of monetary shocks are exchange rate pass-through and heterogeneity in price setting. If the two sectors have the same degree of price rigidity, the role of trade openness in the monetary transmission can be completely reversed according to the degree of exchange rate pass-through. If the traded sector has more flexible prices, the correlation between trade openness and the sensitivity of output to monetary shocks appears to be negative. The other parameters also affect the results, but not as significantly, therefore altering the response of the traded-nontraded output ratio by means of the other parameters would require a strong departure from the baseline parametrization. Given the high sensitivity of the response of the traded-nontraded output ratio to the pass-through elasticity $\zeta$ and the

---

34 The ratio of imports of goods over total expenditure on goods is roughly 35% in the US.
35 The assumption that the degree of price rigidity is the same in both sectors is crucial in the derivation of Figure 1. In the case of sectoral price heterogeneity, it is not possible to analyse the responses of traded and nontraded output by means of a simple figure.
36 These values imply an average price duration of about seven months in the traded sector, and two years and three months in the nontraded sector.
Table 4: Parameters of exogenous processes used in the simulations

<table>
<thead>
<tr>
<th>Exogenous processes: $\tilde{x}<em>t = \tilde{x} + \rho \cdot \tilde{x}</em>{t-1} + \epsilon$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Home money growth</td>
<td>$\rho = 0.4355$, $\text{var}(\epsilon) = (0.0093)^2$</td>
</tr>
<tr>
<td>Foreign money growth</td>
<td>$\rho = 0.3473$, $\text{var}(\epsilon) = (0.0081)^2$</td>
</tr>
<tr>
<td>Home traded goods technology</td>
<td>$\rho = 0.8263$, $\text{var}(\epsilon) = (0.0080)^2$</td>
</tr>
<tr>
<td>Foreign traded goods technology</td>
<td>$\rho = 0.8312$, $\text{var}(\epsilon) = (0.0098)^2$</td>
</tr>
<tr>
<td>Home nontraded goods technology</td>
<td>$\rho = 0.8264$, $\text{var}(\epsilon) = (0.0035)^2$</td>
</tr>
<tr>
<td>Foreign nontraded goods technology</td>
<td>$\rho = 0.5799$, $\text{var}(\epsilon) = (0.0047)^2$</td>
</tr>
<tr>
<td>Home government expenditure</td>
<td>$\rho = 0.6746$, $\text{var}(\epsilon) = (0.0012)^2$</td>
</tr>
<tr>
<td>Foreign government expenditure:</td>
<td>$\rho = 0.6449$, $\text{var}(\epsilon) = (0.0015)^2$</td>
</tr>
</tbody>
</table>

Calvo parameters $\varphi_{TH}$ and $\varphi_N$, these offer the most likely explanation of the conflicting findings of the empirical literature. However, note that not all the studies analyse the response of the manufacturing and service sectors to monetary shocks, so both assumptions of homogeneous and heterogeneous price rigidity are useful to understand the empirical literature.

5.2 Analysis on simulated data

In this Section I use simulated data from the model to construct concise measures of the impact of monetary shocks on sectoral output. The methodology I use is close to the reduced-form approach of the empirical literature. Here I depart from the simplifying assumption that the elasticity of substitution between traded and nontraded goods is equal to one. Instead, I set $\phi = 0.74$, following Corsetti, Dedola and Leduc (2008).\textsuperscript{37} The other model parameters stay as in the baseline parametrization of Table 1.

I generate artificial time series by simulating the model over 5,500 periods and discarding the first 500 observations. The shocks used to simulate the model are estimated by fitting AR(1) processes to the time series of the money growth rates and the logs of technology and government expenditures, under the assumption that all the cross-correlations between the shocks to the exogenous processes are equal to zero. The standard deviations and autocorrelation parameters of the exogenous processes\textsuperscript{38} are reported in Table 4. In each simulation I change the elasticity of exchange rate pass-through or the degree of price rigidity, but I keep the same sequence of

\textsuperscript{37}This value for $\phi$ is roughly the average between $\phi = 0.44$ as estimated by Stockman and Tesar (1995) and $\phi = 1$ as suggested by Obstfeld and Rogoff (2005).

\textsuperscript{38}The data used in the estimation of the exogenous processes is described in the Appendix.
random draws. The simulated series are detrended using the HP-filter.\textsuperscript{39}

The analysis on simulated data differs from the impulse response analysis of Section 5.1 because the artificial data has been obtained using a comprehensive menu of shocks. In particular, the inclusion of technology shocks improves the persistence of output in the simulated series. Figure 4 reports the autocorrelation functions of traded and nontraded output under alternative assumptions about exchange rate pass-through and sectoral price rigidity. The autocorrelation functions of traded output generated by the model match reasonably well their empirical counterpart, under both zero and full pass-through. However, the model struggles to match the comparatively higher persistence of nontraded output at lags 5–11, even with higher price rigidity in the nontraded goods sector.

I measure the impact of monetary shocks on traded and nontraded output by adapting the regression approach of Peersman and Smets (2005) to my setup. Specifically, I fit to the artificial time series the following two equations:

\begin{equation}
\hat{Y}_{TH,t} = \kappa_{TH,1}\hat{Y}_{TH,t-1} + \kappa_{TH,2}\hat{Y}_{TH,t-2} + \lambda_{TH}MP_t + \varepsilon_{TH,t} \tag{21}
\end{equation}

\begin{equation}
\hat{Y}_{N,t} = \kappa_{N,1}\hat{Y}_{N,t-1} + \kappa_{N,2}\hat{Y}_{N,t-2} + \lambda_{N}MP_t + \varepsilon_{N,t} \tag{22}
\end{equation}

where \(MP\) is the actual series of i.i.d. shocks to the money growth rate used in the simulations of the model. The coefficients \(\lambda_{TH}\) and \(\lambda_{N}\) can be interpreted as the estimates that would result from a reduced form approach, under the assumption that the data is generated by the same DGP as the model economy. I compute \(\lambda_{TH}\) and \(\lambda_{N}\) by fitting Equations (21) and (22) above to the simulated data by means of the Generalized Method of Moments (GMM) approach, using all the right-hand side variables and a constant as the instruments.\textsuperscript{40} The GMM estimates and the minimized value of the objective function are reported in Table 5. The coefficients \(\lambda_{TH}\) and \(\lambda_{N}\) have the expected signs, namely an increase in the money growth rate has a positive effect on output.\textsuperscript{41}

The specification (21)-(22) differs from Peersman and Smets’ (2005) in a few respects. First, the smoothing parameter is 1,600. To decide how many lags of output to include in the instrument set, I use the moment selection procedure of Andrews (1999) and the Sargan-Hansen J-statistics. Following this approach I find that the optimal instrument set contains only the first two lags of output. I compute the optimal weighting matrix using the Newey and West (1987) estimator with a Bartlett kernel.

\textsuperscript{39}The smoothing parameter is 1,600.
\textsuperscript{40}To decide how many lags of output to include in the instrument set, I use the moment selection procedure of Andrews (1999) and the Sargan-Hansen J-statistics. Following this approach I find that the optimal instrument set contains only the first two lags of output. I compute the optimal weighting matrix using the Newey and West (1987) estimator with a Bartlett kernel.
\textsuperscript{41}Since the right-hand side variables are the only instruments, the estimated parameter values are very close to the estimates one would obtain by OLS. I have checked the robustness of the results by estimating the same equations on unfiltered data, and obtained very similar values for \(\lambda_{TH}\) and \(\lambda_{N}\).
Figure 4: Autocorrelations in the data and in the simulated series, baseline parametrization and $\phi = 0.74$
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Note: Time is in quarters.
Table 5: The sectoral effects of money shocks

<table>
<thead>
<tr>
<th></th>
<th>(a) Identical price rigidity</th>
<th></th>
<th>(b) Heterogeneous price rigidity</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \zeta = 0 )</td>
<td>( \zeta = 1 )</td>
<td>( \zeta = 0 )</td>
<td>( \zeta = 1 )</td>
</tr>
<tr>
<td>Coefficient</td>
<td>( \lambda_{TH} )</td>
<td>( \lambda_N )</td>
<td>( \lambda_{TH} )</td>
<td>( \lambda_N )</td>
</tr>
<tr>
<td>( \lambda_{TH} )</td>
<td>0.250</td>
<td>0.359</td>
<td>0.773</td>
<td>0.446</td>
</tr>
<tr>
<td>( \lambda_N )</td>
<td>0.002</td>
<td>0.002</td>
<td>0.005</td>
<td>0.002</td>
</tr>
<tr>
<td>P-value</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.925</td>
<td>0.950</td>
<td>0.905</td>
<td>0.950</td>
</tr>
<tr>
<td>J-stat</td>
<td>2.56E-03</td>
<td>3.81E-03</td>
<td>1.59E-03</td>
<td>2.89E-03</td>
</tr>
<tr>
<td>Pr(J-stat)</td>
<td>0.960</td>
<td>0.951</td>
<td>0.968</td>
<td>0.957</td>
</tr>
<tr>
<td>Coefficient</td>
<td>( \lambda_{TH} )</td>
<td>( \lambda_N )</td>
<td>( \lambda_{TH} )</td>
<td>( \lambda_N )</td>
</tr>
<tr>
<td>( \lambda_{TH} )</td>
<td>0.157</td>
<td>0.547</td>
<td>0.616</td>
<td>0.612</td>
</tr>
<tr>
<td>( \lambda_N )</td>
<td>0.003</td>
<td>0.002</td>
<td>0.005</td>
<td>0.002</td>
</tr>
<tr>
<td>P-value</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.837</td>
<td>0.979</td>
<td>0.833</td>
<td>0.975</td>
</tr>
<tr>
<td>J-stat</td>
<td>1.95E-04</td>
<td>8.31E-03</td>
<td>1.22E-03</td>
<td>7.01E-03</td>
</tr>
<tr>
<td>Pr(J-stat)</td>
<td>0.989</td>
<td>0.927</td>
<td>0.972</td>
<td>0.933</td>
</tr>
</tbody>
</table>

consistently with my model, I define monetary shocks as innovations to the money growth rates, while they use the contribution of the monetary policy shocks to the interest rate.\(^{42}\) Secondly, they measure monetary shocks using a VAR, under the identifying assumption that monetary policy shocks do not have a contemporaneous impact on output and prices. But since the impulse responses from my model show that monetary shocks have a strong immediate effect on output, I use contemporaneous shocks rather than lagged shocks on the right-hand side of Equations (21) and (22), and I check that the monetary policy shocks are not contemporaneously correlated with the residuals. Finally, I measure output as the log-linear deviation from its steady state value, while Peersman and Smets (2005) measure it as the growth rate of industrial production.

We can analyse the role of trade openness by comparing the coefficients \( \lambda_{TH} \) and \( \lambda_N \). Table 5(a) shows that, in the case of identical price rigidity, if the pass-through is zero trade openness reduces the impact of monetary shocks on output. On the other hand, if the pass-through is full, then trade openness amplifies the output response to monetary shocks. Hence, empirical

\(^{42}\)In this model the same monetary policy can be specified by either an interest rate rule or a money supply rule (see for example Galí, 2015 for a discussion of models with money in the utility function). From an empirical point of view, the advantages of using the nominal stock of money to measure monetary policy shocks are discussed in Kasumovich and Fung (1998). The assumption that the money supply is exogenous is advantageous from a modelling perspective, because the results do not depend on the calibration of the parameters of the interest rate rule.
estimates of the role of trade openness in the transmission of monetary shocks may lead to very different conclusions, depending on the degree of exchange rate pass-through. It is also possible to find some intermediate pass-through elasticity such that the responses to a monetary shock are equalized between the two sectors. Under this parametrization, if $\zeta$ is equal to 0.2491, then the coefficients $\lambda_T H$ and $\lambda_N$ are not significantly different.\footnote{To put this value in perspective, Goldberg and Campa (2010) estimate that import price elasticities range from 0.38 (Sweden) to 1.08 (Portugal). However, they also find smaller, but not statistically significant, estimates in several countries.}

In order to investigate how heterogeneity in price rigidity interacts with the pass-through elasticity, I generate additional simulated series under the assumption that nontraded goods prices are more rigid than traded goods prices, while keeping all the other structural parameters and shocks processes unchanged, and I re-calculate the coefficients $\lambda_T H$ and $\lambda_N$. Table 5(b) illustrates the strong impact of the elasticity of exchange rate pass-through, even when there is a considerable difference in the degree of price stickiness in the two sectors. The output response to a monetary shock should be higher in the sector with the most rigid prices, which is the nontraded sector. This is true only as long as the degree of pass-through is not complete. If the pass-through is full, then a positive monetary shock causes an increase in the terms of trade and an expenditure-switching effect that results in a strong increase of traded output, so that the traded and nontraded output responses are basically equalized. Thus by examining Table 5(b) we can infer that, if prices are more rigid in the nontraded sector, then the apparent correlation between trade openness and the sensitivity of output to monetary shocks is either negative or close to zero. However, this finding does not imply that trade openness does not increase the sensitivity of output to monetary shocks, since it is a consequence of heterogeneous price setting.

The results from the analysis on simulated data can rationalize the lack of conclusive empirical evidence on the role of trade openness in the transmission of monetary shocks. Notice however that different studies use different methodologies, and almost all the studies which were summarized in Section 2 do not report the response of the traded-nontraded price ratio after a shock.\footnote{Among the studies surveyed in Section 2, only Hayo and Uhlenbrock (2000) analyse the response of the relative price ratio to monetary shocks. They find no statistically significant relationship between openness and the relative price response. This finding is consistent with the model presented in this paper, provided that the two sectors have similar or identical price rigidity, the pass-through elasticity is one, and $\alpha$ is equal to or close to one.} Thus, since we do not have information on the degree of sectoral price rigidity in each study, both sets of results (for identical and heterogeneous price rigidity) can offer an
interpretation of the empirical findings on a case-by-case basis.

For example, some authors analyse the sectoral effects of monetary shocks by focusing on manufacturing or industry-level data.\textsuperscript{45} In this case there is no \textit{prima facie} evidence that the less open sectors have more rigid prices, as it may instead happen when both manufacturing and services are included in the dataset. Moreover, because sectors belong to the same industrial classification, differences in price setting may not be very large, thus the assumption of identical price rigidity can be regarded as a useful approximation. Table 5(a) shows that, if the pass-through elasticity is relatively high, trade openness increases the sensitivity of output to monetary shocks, as found in one of the empirical studies (e.g. Hayo and Uhlenbrock 2000).

However, for some intermediate value of the pass-through elasticity, the responses of traded and nontraded output to monetary shocks are equalized, thus explaining why some authors (Dedola and Lippi 2005, Peersman and Smets 2005) have found that trade openness does not matter in the transmission of monetary shocks.

Other authors study the sectoral effects of monetary shocks by examining a broader range of sectors, and they include both manufacturing and services in their dataset. Since the evidence (Bouakez, Cardia and Ruge-Murcia 2009) suggests that services have more rigid prices than manufacturing, in these studies some of the sectors which have more rigid prices are the less open (i.e. price rigidity might be negatively correlated with openness in their dataset). Thus, Table 5(b) may be more relevant to this set of empirical findings. However, it is important to note that in the sectoral data there is no dichotomy between traded and nontraded sectors, as in the model, since in any sector there are goods that are actually traded and goods that are not traded. Consequently, the model may offer an interpretation of the findings of the empirical literature, but it is not possible to conduct a quantitative comparison.

Table 5(b) shows that when price rigidity is negatively correlated with openness and the pass-through elasticity is below one, nontraded output responds more to monetary shocks than traded output. This result may cast another light on the findings of Ganley and Salmon (1997) and Arnold (2013), who find that some nontraded sectors (such as construction) are more sensitive than manufacturing to monetary shocks. These authors suggest that this might happen because the demand for some service goods is more interest-sensitive than the demand for manufacturing goods. Table 5(b) suggests a different explanation based upon price rigidity at the sectoral level.

\textsuperscript{45}Thus this group of authors focus on traded sectors only. However, since these studies analyze the relationship between openness and the response to monetary shocks, the model can rationalize the findings of this literature, although we do not have the information on the elasticity of pass-through in each sector.
which may complement other explanations offered by the literature.

While the results of Table 5(b) are consistent with some of the empirical findings, they are at odds with other. A few authors (Farès and Srour 2001, Doyle, Erceg and Levin 2005, Llaudes 2007) have found that manufacturing responds more to monetary shocks than services.\footnote{Llaudes is the only author among these who reports the responsiveness of traded and nontraded output in more than one country. He finds that the traded sector is more responsive to a monetary shock than the non-traded sector in all countries under investigation.} However, if price rigidity is negatively correlated with openness, a standard New Keynesian model cannot replicate a positive relationship between the impact of monetary shocks on output and the degree of openness,\footnote{In the Appendix I show that if prices are more flexible in the traded sector, it may be possible to replicate a positive correlation between trade openness and the output sensitivity to monetary shocks, but only under specific assumptions on parameter values and additional sources of heterogeneity.} regardless of the elasticity of exchange rate pass-through (Table 5(b)). Future empirical work may shed light on this puzzle by analysing the relationship between sectoral price rigidity and openness, for example, by using more disaggregated data\footnote{The correlation between openness and price rigidity might be different for data collected at a finer sectoral classification.} or by investigating the sectoral price responses together with the output response.

On the other hand, it would be incorrect to deduce from Table 5(b) that trade openness reduces the sensitivity of output to monetary shocks under heterogeneous price rigidity. This is because in order to understand the role of trade openness it is necessary to conduct a \textit{ceteris paribus} analysis. But if the sectors have different degrees of price rigidity, they differ in one important characteristic that may be empirically correlated with openness. Indeed the results from the model suggest that ignoring sectoral heterogeneity in price rigidity can lead to an incorrect assessment of the role of trade openness in the transmission of monetary shocks. Since the pass-through elasticity and the Calvo parameter affect the responses of prices as well as output, the sectoral effects of monetary shocks are best understood by jointly examining the responses of both prices and output.

6 Conclusion

This paper shows that a standard New Keynesian open economy model can reproduce a positive, a neutral and even a negative relationship between openness to trade and the sensitivity of output to monetary shocks, thus rationalizing the range of results found in the empirical literature. This result is due to the crucial role played by both the pass-through elasticity and the sector-specific degree of price rigidity, which are generally not accounted for in the related
There are a few limitations of this analysis. Direct quantitative comparisons with the data are not possible because in any sector there are goods that are actually traded and goods that are not traded. Not all empirical findings can be replicated, and results from the model under heterogeneous price rigidity suggest an interesting puzzle for future research. In spite of these limitations, the analysis shows why the role of trade openness in the transmission of monetary shocks might have been incorrectly assessed.

The results from the model highlight the importance of controlling for the degree of exchange rate pass-through and the sector-specific amount of price rigidity in an empirical investigation of the sectoral effects of monetary shocks. By doing so we might find more detailed evidence on the actual role of international trade in the transmission of shocks, or find new empirical regularities that challenge the existing models.
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Appendices

A.1 Deriving the equations of Section 4

This Appendix describes the derivation of the equations presented in Section 4. Variables with a ‘hat’ denote percentage or log-deviations from the steady state, while the operator ‘$d$’ denotes linear deviations, calculated in proportion to the steady state level of consumption. That is, for any variable $X$, let $X_0$ denote the value of the variable at the steady state. Then, $\hat{X}_t \equiv \frac{X_t - X_0}{X_0} \simeq \log \left( \frac{X_t}{X_0} \right)$, while $dX_t \equiv \frac{X_t - X_0}{C_0}$. Money growth rates, government expenditures and bond holdings are all normalised at zero in the steady state.

Profit maximisation implies that the law of one price holds in the steady state: $p_{TH,0}(f_{TH}) = e_0 \cdot p^{*}_{TH,0}(f_{TH})$.

The short-run demand for relative output

The derivation of the short-run demand for relative output is divided into the following steps:

1. First, find the expressions for the aggregate Home traded and nontraded output demands.

2. Find the log-linearised demands for aggregate Home traded and nontraded output and for Foreign traded output.

3. Using the Home and Foreign aggregate resource constraints, substitute out from the demand for $Y_{TH}$ the share that comes from the Foreign country.

4. Using the formulas for the CES aggregators, substitute out the consumption indexes, then find the short-run demand for relative output.

Step 1

The domestic demand for output produced by the individual firm $f_{TH}$ is given by:

$$y^H_{TH,t}(f_{TH}) = \left( \frac{p_{TH,t}(f_{TH})}{P_{TH,t}} \right)^{-\eta_T} C_{TH,t},$$

and the export demand is given by:

$$y^E_{TH,t}(f_{TH}) = \left( \frac{p^*_TH,t(f_{TH})}{P^*_{TH,t}} \right)^{-\eta_T} C^*_T_{TH,t}.$$

The aggregate price indexes are:
\[ P_{TH,t} = \left( \int_0^1 p_{TH,t} (f_{TH})^{1-\eta_T} \, df_{TH} \right)^{\frac{1}{1-\eta_T}}, \]
\[ P^*_{TH,t} = \left( \int_0^1 p^*_{TH,t} (f_{TH})^{1-\eta_T} \, df_{TH} \right)^{\frac{1}{1-\eta_T}}. \]

Using the following definitions:

\[ Y^H_{TH,t} \equiv \left[ \int_0^1 y^H_{TH,t} (f_{TH}) \frac{\eta_T - 1}{\eta_T} \, df_{TH} \right]^{\frac{\eta_T}{\eta_T - 1}}, \]
\[ Y^F_{TH,t} \equiv \left[ \int_0^1 y^F_{TH,t} (f_{TH}) \frac{\eta_T - 1}{\eta_T} \, df_{TH} \right]^{\frac{\eta_T}{\eta_T - 1}}, \]

we obtain:

\[ Y^H_{TH,t} = C_{TH,t}, \quad Y^F_{TH,t} = C^*_{TH,t}. \]

Moreover:

\[ Y_{TH,t} \equiv Y^H_{TH,t} + Y^F_{TH,t} = C_{TH,t} + C^*_{TH,t}, \quad (23) \]

thus log-linearising (23):

\[ \hat{Y}_{TH,t} = k_1 \hat{Y}^H_{TH,t} + (1 - k_1) \hat{Y}^F_{TH,t}, \quad (24) \]

where \( k_1 = \frac{C_{TH,t}^{TH0}}{P_{TH,t}^{TH0}} = (1 - \delta) \left( \frac{P_{TH,t}^{TH0}}{P_{TH,t}^{TH0}} \right)^{1-\theta}. \)

The demand for aggregate Home nontraded output is similarly obtained, and it includes government expenditure:

\[ Y_{N,t} = C_{N,t} + G_t. \]

**Step 2**

The price indexes in the traded sector are defined as arithmetic weighted averages, with weights taken from the steady state:
\[ P_{TH,t}^g = \frac{P_{TH,t} \cdot Y_{TH}^H + e_1 P_{TH,t}^* \cdot Y_{TH}^F}{P_{TH0} \cdot Y_{TH0}^H + e_0 P_{TH0}^* \cdot Y_{TH0}^F}, \]  
\[ P_{TF,t}^g = \frac{P_{TF,t} \cdot Y_{TF0}^H + P_{TF,t}^* \cdot Y_{TF0}^F}{P_{TF0} \cdot Y_{TF0}^H + P_{TF0}^* \cdot Y_{TF0}^F}. \]

Log-linearising:

\[ \hat{P}_{TH,t}^g = k_1 \hat{P}_{TH,t} + (1 - k_1) \left( \hat{e}_t + \hat{P}_{TH,t} \right), \]  
\[ \hat{P}_{TF,t}^g = k_1^* \left( \hat{P}_{TF,t} - \hat{e}_t \right) + (1 - k_1^*) \hat{P}_{TF,t}. \]

Substituting into the total demand for aggregate Home traded output (23) the following expressions:

\[ C_{TH,t} = (1 - \delta) \left( \frac{P_{TH,t}}{P_{T,t}} \right)^{-\theta} C_{T,t}, \]
\[ C_{TH,t}^* = (1 - \delta^*) \left( \frac{P_{TH,t}^*}{P_{T,t}^*} \right)^{-\theta} C_{T,t}^*, \]
\[ \left( \frac{P_{TH,t}}{P_{T,t}} \right)^{-\theta} = \left[ (1 - \delta) + \delta \left( \frac{P_{TF,t}}{P_{TH,t}} \right)^{1-\theta} \right]^{\frac{\theta}{1-\theta}}, \]
\[ \left( \frac{P_{TH,t}^*}{P_{T,t}^*} \right)^{-\theta} = \left[ (1 - \delta^*) + \delta^* \left( \frac{P_{TF,t}^*}{P_{TH,t}^*} \right)^{\theta-1} \right]^{\frac{\theta}{1-\theta}}, \]

and log-linearising, we get:

\[ \hat{Y}_{TH,t} = k_1 \hat{C}_{T,t} + (1 - k_1) \hat{C}_{T,t}^* \]
\[ + \theta (1 - k_1) \left[ k_1 \left( \hat{P}_{TF,t} - \hat{P}_{TH,t} \right) + (1 - k_1^*) \left( \hat{P}_{TF,t}^* - \hat{P}_{TH,t} \right) \right], \]

where the coefficient \( k_1^* = \frac{C_{TF0}}{Y_{TF,t}} = (1 - \delta^*) \left( \frac{P_{TF0}}{P_{TF0}^*} \right)^{1-\theta} \) can be computed from the steady state equations. Using the same procedure for Home nontraded output and Foreign traded output we get:
\[ \tilde{Y}_{N,t} = \tilde{C}_{N,t} + k_7 dG_t , \]  

\[ \tilde{Y}_{TF,t}^* = k_1^* \tilde{C}_{T,t} + (1 - k_1^*) \tilde{C}_{T,t}^* - \theta k_1^* \left[ k_1 \left( \tilde{P}_{TF,t} - \tilde{P}_{TH,t} \right) + (1 - k_1^*) \left( \tilde{P}_{TF,t} - \tilde{P}_{TH,t}^* \right) \right] , \]

where \( k_7 = \frac{C_0}{C_{N,0}} \) is a coefficient from the steady state.

**Step 3**

Equations (28) and (30) together imply:

\[ \tilde{Y}_{TH,t} - \tilde{Y}_{TF,t}^* = \left( k_1 - k_1^* \right) \left( \tilde{C}_{T,t} - \tilde{C}_{T,t}^* \right) \]

\[ + \theta (1 - k_1 + k_1^*) \left[ k_1 \left( \tilde{P}_{TF,t} - \tilde{P}_{TH,t} \right) + (1 - k_1^*) \left( \tilde{P}_{TF,t} - \tilde{P}_{TH,t}^* \right) \right] . \]

Equation (31) is the log-linearised demand for \( \frac{Y_{TH}}{Y_{TF}} \) obtained from the individual demand equations.

The Home and Foreign aggregate resource constraints are:

\[ B_t P_{T,t} = (1 + r_{t-1}) B_{t-1} P_{T,t} + P_{TH,t} \cdot Y_{TH,t} + e_t P_{TH,t}^* \cdot Y_{F,t}^* - P_{T,t} C_{T,t} , \]

\[ B_t^* \frac{P_{T,t}}{e_t} = (1 + r_{t-1}) B_{t-1}^* \frac{P_{T,t}}{e_t} + P_{TF,t}^* \cdot Y_{TF,t} + \frac{P_{TF,t}}{e_t} \cdot Y_{TF,t} - P_{T,t}^* C_{T,t} . \]

After log-linearising around a steady state with \( B_0 = 0 \) and government expenditures equal to zero, and substituting prices out, we obtain:

\[ dB_t = \frac{1}{\beta} dB_{t-1} - (1 - k_1) k_2 k_3 \left( \tilde{P}_{TF,t} - \tilde{P}_{TH,t} - \tilde{e}_t \right) + k_2 k_3 \tilde{Y}_{TH,t} - k_2 k_3 \tilde{C}_{T,t} , \]

\[ \frac{P_{T0}}{e_0 P_{T0} \beta} dB_t^* = \frac{P_{T0}}{e_0 P_{T0} \beta} dB_{t-1}^* + k_1^* k_2^* k_3^* \left( \tilde{P}_{TF,t} - \tilde{P}_{TH,t} - \tilde{e}_t \right) + k_2^* k_3^* \tilde{Y}_{TF,t} - k_2^* k_3^* \tilde{C}_{T,t} . \]
where \( k_2 = \frac{P_{T0}Y_{T0}}{P_0C_0} = \frac{P_{T0}C_{T0}}{P_0C_0} = (1 - \gamma) \left( \frac{P_{T0}}{P_0} \right)^{1-\phi}, \)
\( k_2^* = \frac{P_{T0}Y_{T0}^*}{P_0C_0^*} = \frac{P_{T0}C_{T0}^*}{P_0C_0^*} = (1 - \gamma) \left( \frac{P_{T0}}{P_0} \right)^{1-\phi}, \)
\( k_3 = \frac{P_{T0}}{P_{T0}} \) and \( k_3^* = \frac{P_{T0}^*}{P_{T0}} \) are coefficients from the steady state. Since \( dB_t = \frac{C_0}{\beta} dB_t \), we obtain:

\[
\begin{align*}
\hat{Y}_{TH,t} &= \frac{1}{k_2k_3^*} \left( dB_t - \frac{1}{\beta} dB_{t-1} \right) + (1 - k_1) \left( \hat{P}_{TF,t} - \hat{P}_{TH,t} - \hat{\varphi}_t \right) + \hat{C}_{T,t}, \\
\hat{Y}_{TF,t}^* &= -\frac{1}{k_2k_3^*} \frac{P_{T0}}{C_0} \left( dB_t - \frac{1}{\beta} dB_{t-1} \right) - k_1^* \left( \hat{P}_{TF,t} - \hat{P}_{TH,t} - \hat{\varphi}_t \right) + \hat{C}_{T,t}^*.
\end{align*}
\]

Therefore:

\[
\begin{align*}
\hat{Y}_{TH,t} - \hat{Y}_{TF,t}^* &= (1 - k_1 + k_1^*) k_4 \left( dB_t - \frac{1}{\beta} dB_{t-1} \right) + \hat{C}_{T,t} - \hat{C}_{T,t}^* \\
&+ (1 - k_1 + k_1^*) \left( \hat{P}_{TF,t} - \hat{P}_{TH,t} - \hat{\varphi}_t \right), \tag{32}
\end{align*}
\]

where \( k_4 = \frac{1}{1-k_1+k_1^*} \left( \frac{1}{k_2k_3} + \frac{1}{k_2k_3} P_{T0} C_0 \right) \). Equation (32) is the log-linearised demand for \( \frac{Y_{TH,t}}{Y_{TF,t}} \) obtained from the Home and Foreign aggregate resource constraints. Equations (31) and (32) together imply:

\[
\begin{align*}
\hat{C}_{T,t} &= \hat{C}_{T,t} + k_4 \left( dB_t - \frac{1}{\beta} dB_{t-1} \right) + \left( \hat{P}_{TF,t} - \hat{P}_{TH,t} - \hat{\varphi}_t \right) \\
&- \theta \left[ k_1 \left( \hat{P}_{TF,t} - \hat{P}_{TH,t} \right) + (1 - k_1^*) \left( \hat{P}_{TF,t} - \hat{P}_{TH,t} \right) \right]. \tag{33}
\end{align*}
\]

Substituting (33) into (28) we obtain:

\[
\hat{Y}_{TH,t} = \hat{C}_{T,t} + (1 - k_1) \left( \hat{P}_{TF,t} - \hat{P}_{TH,t} - \hat{\varphi}_t \right) + (1 - k_1) k_4 \left( dB_t - \frac{1}{\beta} dB_{t-1} \right). \tag{34}
\]

**Step 4**

From the equations:

\[
C_{T,t} = (1 - \gamma) \left( \frac{P_{T,t}}{P_t} \right)^{-\phi} C_t,
\]

where
\[ C_{N,t} = \gamma \left( \frac{P_{N,t}}{P_t} \right)^{-\phi} C_t , \]

and substituting out the price indexes, we get the log-linearised demands for \( C_T \) and \( C_N \):

\[
\hat{C}_{T,t} = -\phi (1 - k_2) \left[ k_1 \hat{P}_{TH,t} + (1 - k_1) \hat{P}_{TF,t} - \hat{P}_{N,t} \right] + \hat{C}_t , \quad (35)
\]

\[
\hat{C}_{N,t} = \phi k_2 \left[ k_1 \hat{P}_{TH,t} + (1 - k_1) \hat{P}_{TF,t} - \hat{P}_{N,t} \right] + \hat{C}_t . \quad (36)
\]

By substituting (35) into (34) we obtain:

\[
\hat{Y}_{TH,t} = -\phi (1 - k_2) \left[ k_1 \hat{P}_{TH,t} + (1 - k_1) \hat{P}_{TF,t} - \hat{P}_{N,t} \right]
\]
\[+ \left( 1 - k_1 \right) \left( \hat{P}_{TF,t}^\ast - \hat{P}_{TH,t}^\ast - \hat{c}_t \right) + \hat{C}_t + (1 - k_1) k_4 \left( dB_t - \frac{1}{\beta} dB_{t-1} \right) . \quad (37)
\]

And by substituting (36) into (29) we obtain:

\[
\hat{Y}_{N,t} = \phi k_2 \left[ k_1 \hat{P}_{TH,t} + (1 - k_1) \hat{P}_{TF,t} - \hat{P}_{N,t} \right] + \hat{C}_t + k_7 dG_t . \quad (38)
\]

Finally, by subtracting (38) from (37) and after some substitutions we obtain the short-run demand for relative output:

\[
\hat{Y}_{TH,t} - \hat{Y}_{N,t} = -\phi \left( \hat{P}_{TH,t}^\ast - \hat{P}_{N,t} \right) + (1 - \phi) (1 - k_1) \hat{T}_t + (1 - k_1) k_4 \left( dB_t - \frac{1}{\beta} dB_{t-1} \right) - k_7 dG_t .
\]

Under the assumption that in period \( t - 1 \) the economy is at its steady state, \( dB_{t-1} = 0 \).

Notice that, in the special case \( \theta = 1 \), \( k_1 = 1 - \delta \), so the demand is:

\[
\hat{Y}_{TH,t} - \hat{Y}_{N,t} = -\phi \left( \hat{P}_{TH,t}^\ast - \hat{P}_{N,t} \right) + \delta (1 - \phi) \hat{T}_t + \delta k_4 dB_t - k_7 dG_t .
\]

The short-run supply for relative output

The maximisation problem faced by firm \( f_{TH} \) in the Home traded sector changing prices at time \( t \) is:
sequences of shocks and the initial conditions, each producer that chooses new prices in period \( y \) and \( \pi \) will choose the same output levels \( y^H_{TH,t+j|t}(f_{TH}) \) and \( y^F_{TH,t+j|t}(f_{TH}) \). Given the sequences \( \{C_t\}, \{P_t\}, \{\epsilon_t\}, \{W_{TH,t}\}, \{P_{TH,t}\}, \{P^*_t\}, \{\tilde{C}_{TH,t}\} \) and \( \{\tilde{C}^*_t\} \), the sequences of shocks and the initial conditions, each producer that chooses new prices in period \( t \) will choose the same \( p_{TH,t}(f_{TH}) \) and \( \tilde{p}_{TH,t}(f_{TH}) \), and the same output levels \( y^H_{TH,t+j|t}(f_{TH}) \) and \( y^F_{TH,t+j|t}(f_{TH}) \). Then the optimal prices \( p_{TH,t}(f_{TH}), P_{TH,t} \) \( \{p_{TH,t}(f_{TH}), \tilde{P}_{TH,t}\} \) must satisfy the first-order conditions above and the following laws of motion:

\[
P_{TH,t} = \left[ \varphi_{TH} p_{TH,t-1}^{1-\eta_T} + (1 - \varphi_{TH}) p_{TH,t}(f_{TH})^{1-\eta_T} \right]^{\frac{1}{1-\eta_T}},
\]

\[
\tilde{P}_{TH,t} = \left[ \varphi_{TH} \tilde{p}_{TH,t-1}^{1-\eta_T} + (1 - \varphi_{TH}) \tilde{p}_{TH,t}(f_{TH})^{1-\eta_T} \right]^{\frac{1}{1-\eta_T}}.
\]

By log-linearising the laws of motion above we get:

\[
\hat{X}_t = \frac{\varphi_{TH}}{1 - \varphi_{TH}} \pi_{TH,t},
\]

\[
\hat{\tilde{X}}_t = \frac{\varphi_{TH}}{1 - \varphi_{TH}} \tilde{P}_{TH,t}.
\]

The first-order conditions describing optimal price setting are as follows:

\[
E_t \sum_{j=0}^{\infty} (\varphi_{TH} \beta)^j Q_{t+j} \left[ \begin{array}{c}
\frac{\varphi_{TH}(f_{TH})}{p_{TH,t}^{1+j}} \cdot y^H_{TH,t+j|t}(f_{TH}) \\
+ \epsilon_{t+j} \frac{\varphi_{TH}(f_{TH})}{p_{TH,t}^{1+j}} y^F_{TH,t+j|t}(f_{TH}) \\
-W_{TH,t+j|t} \cdot \tilde{y}_{TH,t+j|t}(f_{TH})
\end{array} \right] = 0, \quad (39)
\]

\[
E_t \sum_{j=0}^{\infty} (\varphi_{TH} \beta)^j Q_{t+j} \left[ \begin{array}{c}
\frac{1}{p_{TH,t}^{1+j}} \cdot \tilde{y}^H_{TH,t+j|t}(f_{TH}) (1 - \eta_T) \\
+ \eta_T \cdot \frac{y_{TH,t+j|t}(f_{TH})}{p_{TH,t}(f_{TH})} \cdot \frac{\varphi_{TH}(f_{TH})}{p_{TH,t}(f_{TH})} y^H_{TH,t+j|t}(f_{TH}) \\
+ \frac{\epsilon_{t+j}}{p_{TH,t}^{1+j}} \cdot \tilde{y}^F_{TH,t+j|t}(f_{TH}) (1 - \eta_T)
\end{array} \right] = 0. \quad (40)
\]
where \( X_t \equiv \frac{p_{TH,t}(f_{TH})}{p_{TH,t+j}} \), \( \tilde{X}_t \equiv \frac{\bar{p}_{TH,t}(f_{TH})}{p_{TH,t+j}} \), \( \pi_{TH,t} \equiv \log \frac{p_{TH,t}}{p_{TH,t-1}} \), and \( \tilde{\pi}_{TH,t} \equiv \log \frac{\bar{p}_{TH,t}}{p_{TH,t-1}} \). Notice that:

\[
\tilde{X}_{t+j} = \tilde{X}_t - \sum_{s=1}^{j} \tilde{\pi}_{TH,t+s} = \frac{\varphi_{TH}}{1 - \varphi_{TH}}\pi_{TH,t} - \sum_{s=1}^{j} \pi_{TH,t+s} ,
\]

\[
\tilde{X}_{t+j} = \tilde{X}_t - \sum_{s=1}^{j} \tilde{\pi}_{TH,t+s} = \frac{\varphi_{TH}}{1 - \varphi_{TH}}\pi_{TH,t} - \sum_{s=1}^{j} \pi_{TH,t+s} ,
\]

where \( X_{t+j} \equiv \frac{p_{TH,t}(f_{TH})}{p_{TH,t+j}} \) and \( \tilde{X}_{t+j} \equiv \frac{\bar{p}_{TH,t}(f_{TH})}{p_{TH,t+j}} \). From the individual firm’s production function:

\[ y_{TH,t}^H(f_{TH}) + y_{TH,t}^F(f_{TH}) = z_{TH,t} \cdot \tilde{h}_{TH,t}(f_{TH})^{\alpha_T} , \]

we compute the derivatives in the following way:

\[
\frac{\partial \tilde{h}_{TH,t+j|t}(f_{TH})}{\partial y_{TH,t+j|t}(f_{TH})} = \frac{\partial \tilde{h}_{TH,t+j|t}(f_{TH})}{\partial y_{TH,t+j|t}(f_{TH})} = \frac{1}{\alpha_T}(z_{TH,t+j})^{-\frac{1}{\alpha_T}} \cdot \left( y_{TH,t+j|t}^H(f_{TH}) + y_{TH,t+j|t}^F(f_{TH}) \right)^{\frac{1}{\alpha_T} - 1} .
\]

Substituting the above expression into the first-order condition (39) and multiplying by \( p_{TH,t}(f_{TH}) \) we obtain:

\[
E_t \sum_{j=0}^{\infty} (\varphi_{TH}\beta)^j Q_{t,t+j} \left[ \frac{p_{TH,t}(f_{TH})}{p_{TH,t+j}} \cdot y_{TH,t+j|t}^H(f_{TH})(1 - \eta_T) + \frac{\pi_{TH,t}}{\alpha_T} \cdot (z_{TH,t+j})^{-\frac{1}{\alpha_T}} \cdot w_{TH,t+j} \cdot \left( y_{TH,t+j|t}^H(f_{TH}) + y_{TH,t+j|t}^F(f_{TH}) \right)^{\frac{1}{\alpha_T} - 1} \cdot y_{TH,t+j|t}^H(f_{TH}) \right] = 0 ,
\]

analogously:

\[
E_t \sum_{j=0}^{\infty} (\varphi_{TH}\beta)^j Q_{t,t+j} \left[ \left( y_{TH,t+j|t}^H(f_{TH}) + y_{TH,t+j|t}^F(f_{TH}) \right)^{\frac{1}{\alpha_T} - 1} \cdot y_{TH,t+j|t}^H(f_{TH}) \right] = 0 .
\]

Notice that the two first-order conditions imply that the law of one price is recovered in the steady state, as stated earlier.

Now we log-linearise around a deterministic equilibrium or steady state in which all the
exogenous stochastic processes are set equal to their unconditional means, their variances are set
to zero, and individuals hold no internationally traded bond. In this deterministic equilibrium
\( p_{TH,0} (f_{TH}) = P_{TH,0} \) and \( \bar{p}_{TH,0} (f_{TH}) = \bar{P}_{TH,0} \). We obtain:

\[
E_t \sum_{j=0}^{\infty} (\varphi_{TH} \beta)^j \left[ \begin{array}{c}
\hat{X}_{t+j} + \hat{P}_{TH,t+j} + \frac{1}{\alpha_T} \cdot \hat{z}_{TH,t+j} - \hat{W}_{TH,t+j} \\
- \frac{1-\alpha_T}{\alpha_T} k_1 \hat{y}_{TH,t+j|t} (f_{TH}) - \frac{1-\alpha_T}{\alpha_T} (1 - k_1) \hat{y}_{TH,t+j|t} (f_{TH})
\end{array} \right] = 0 ,
\]

\[
E_t \sum_{j=0}^{\infty} (\varphi_{TH} \beta)^j \left[ \begin{array}{c}
(1 - \zeta) \hat{e}_{t+j} + \hat{X}_{t+j} + \hat{P}_{TH,t+j} + \frac{1}{\alpha_T} \cdot \hat{z}_{TH,t+j} - \hat{W}_{TH,t+j} \\
- \frac{1-\alpha_T}{\alpha_T} k_1 \hat{y}_{TH,t+j|t} (f_{TH}) - \frac{1-\alpha_T}{\alpha_T} (1 - k_1) \hat{y}_{TH,t+j|t} (f_{TH})
\end{array} \right] = 0 ,
\]

where \( k_1 \equiv \frac{C_{TH,0}}{C_{TH,0} + C_{TH,\bar{0}}} = \frac{Y_{TH,0}^H}{Y_{TH,0}^H + Y_{TH,\bar{0}}^H} \).

By log-linearising the demands for output:

\[
\hat{y}_{TH,t+j|t} (f_{TH}) = -\eta_T \cdot \hat{X}_{t+j} + \hat{Y}_{TH,t+j}^H ,
\]

\[
\hat{y}_{TH,t+j|t} (f_{TH}) = -\eta_T \cdot \hat{X}_{t+j} + \hat{Y}_{TH,t+j}^F ,
\]

since \( \frac{\hat{P}_{TH,t+j|t} (f_{TH})}{\hat{P}_{TH,t+j} (f_{TH})} = \frac{\hat{y}_{TH,t+j|t} (f_{TH})}{\hat{y}_{TH,t+j} (f_{TH})} \).

We can substitute into the log-linearised first-order conditions the expressions for \( \hat{X}_{t+j} \),
\( \hat{X}_{t+j} \) and \( \hat{y}_{TH,t+j|t} (f_{TH}) \), \( \hat{y}_{TH,t+j} (f_{TH}) \), and after some simplifications we obtain:

\[
E_t \sum_{j=0}^{\infty} (\varphi_{TH} \beta)^j \left[ \begin{array}{c}
\left( 1 + \eta_T \frac{1-\alpha_T}{\alpha_T} k_1 \right) \cdot \left( \frac{\varphi_{TH}}{1-\varphi_{TH}} \pi_{TH,t} - \sum_{s=1}^{j} \pi_{TH,t+s} \right) \\
+ \eta_T \frac{1-\alpha_T}{\alpha_T} (1 - k_1) \cdot \left( \frac{\varphi_{TH}}{1-\varphi_{TH}} \hat{z}_{TH,t} - \sum_{s=1}^{j} \hat{z}_{TH,t+s} \right) \\
+ \hat{P}_{TH,t+j} - \hat{W}_{TH,t+j} + \frac{1}{\alpha_T} \cdot \hat{z}_{TH,t+j} \\
- \frac{1-\alpha_T}{\alpha_T} k_1 \hat{y}_{TH,t+j}^H - \frac{1-\alpha_T}{\alpha_T} (1 - k_1) \hat{y}_{TH,t+j}^F
\end{array} \right] = 0 ,
\]
Finally, simplifying and using the law of iterated expectations, we can write:

\[
\begin{align*}
(1 + \eta_T \frac{1-\alpha_T}{\alpha_T} k_1) \pi_{TH,t} + \eta_T \frac{1-\alpha_T}{\alpha_T} (1 - k_1) \tilde{\pi}_{TH,t} \\
+ (1 - \varphi_{TH} \beta) \frac{1-\varphi_{TH}}{\varphi_{TH}} \left[ \tilde{W}_{TH,t} - \tilde{P}_{TH,t} - \frac{1}{\alpha_T} \cdot \tilde{z}_{TH,t} \right] \\
\eta_T \frac{1-\alpha_T}{\alpha_T} k_1 \pi_{TH,t} + \left(1 + \eta_T \frac{1-\alpha_T}{\alpha_T} (1 - k_1) \right) \tilde{\pi}_{TH,t} \\
+ (1 - \varphi_{TH} \beta) \frac{1-\varphi_{TH}}{\varphi_{TH}} \left[ -(1 - \zeta) \hat{c}_{t+j} + \tilde{W}_{TH,t} - \tilde{P}_{TH,t} - \frac{1}{\alpha_T} \cdot \tilde{z}_{TH,t} \right]
\end{align*}
\]

which can be further simplified as:

\[
\begin{align*}
&\frac{1}{1-\varphi_{TH}} \left( 1 + \eta_T \frac{1-\alpha_T}{\alpha_T} k_1 \right) \varphi_{TH} \pi_{TH,t} + \frac{1}{1-\varphi_{TH}} \eta_T \frac{1-\alpha_T}{\alpha_T} (1 - k_1) \varphi_{TH} \tilde{\pi}_{TH,t} \\
&= \frac{1}{1-\varphi_{TH}} \left( 1 + \eta_T \frac{1-\alpha_T}{\alpha_T} k_1 \right) E_t \sum_{j=1}^{\infty} (\varphi_{TH} \beta)^j \pi_{TH,t+j} \\
&+ \frac{1}{1-\varphi_{TH}} \eta_T \frac{1-\alpha_T}{\alpha_T} (1 - k_1) E_t \sum_{j=1}^{\infty} (\varphi_{TH} \beta)^j \tilde{\pi}_{TH,t+j} \\
&- E_t \sum_{j=0}^{\infty} (\varphi_{TH} \beta)^j \left[ + (1 - \zeta) \hat{c}_{t+j} + \tilde{P}_{TH,t+j} - \tilde{W}_{TH,t+j} + \frac{1}{\alpha_T} \cdot \tilde{z}_{TH,t+j} \\
\right]
\end{align*}
\]
\[ \pi_{TH,t}^y = k_1 \pi_{TH,t} + (1 - k_1) (\hat{e}_t - \hat{e}_{t-1} + \pi_{TH,t}^y). \]  

(43)

Using \( P_{TH,t}^* = \frac{\bar{P}_{TH,t}}{\hat{e}_t} \), it is easy to show that:

\[ \tilde{\pi}_{TH,t} = \pi_{TH,t}^* + \zeta (\hat{e}_t - \hat{e}_{t-1}). \]  

(44)

By substituting Equations (24), (43) and (44) into Equation (41) we obtain:

\[
\begin{align*}
\pi_{TH,t} + \eta_T \frac{1-\alpha_T}{\alpha_T} \left[ \pi_{TH,t}^y - (1 - k_1) (1 - \zeta) (\hat{e}_t - \hat{e}_{t-1}) \right] \\
= \beta E_t \pi_{TH,t+1} + \eta_T \frac{1-\alpha_T}{\alpha_T} \beta E_t \left[ \pi_{TH,t+1}^y - (1 - k_1) (1 - \zeta) (\hat{e}_{t+1} - \hat{e}_t) \right] \\
+ (1 - \varphi_{TH} \beta) \frac{1-\varphi_{TH}}{\varphi_{TH}} \left[ \hat{W}_{TH,t} - \hat{P}_{TH,t} - \frac{1}{\alpha_T} \cdot \hat{z}_{TH,t} + \frac{1-\alpha_T}{\alpha_T} \hat{Y}_{TH,t} \right],
\end{align*}
\]

(45)

and by substituting Equations (24), (43) and (44) into Equation (42) we obtain:

\[
\begin{align*}
\eta_T \frac{1-\alpha_T}{\alpha_T} \left[ \pi_{TH,t}^y - (1 - k_1) (1 - \zeta) (\hat{e}_t - \hat{e}_{t-1}) \right] + \pi_{TH,t}^* + \zeta (\hat{e}_t - \hat{e}_{t-1}) \\
= \eta_T \frac{1-\alpha_T}{\alpha_T} \beta E_t \left[ \pi_{TH,t+1}^y - (1 - k_1) (1 - \zeta) (\hat{e}_{t+1} - \hat{e}_t) \right] + \beta E_t \left[ \pi_{TH,t+1}^* + \zeta (\hat{e}_{t+1} - \hat{e}_t) \right] \\
+ (1 - \varphi_{TH} \beta) \frac{1-\varphi_{TH}}{\varphi_{TH}} \left[ - (1 - \zeta) \hat{e}_t + \hat{W}_{TH,t} - \hat{P}_{TH,t} - \zeta \hat{e}_t - \frac{1}{\alpha_T} \cdot \hat{z}_{TH,t} + \frac{1-\alpha_T}{\alpha_T} \hat{Y}_{TH,t} \right].
\end{align*}
\]

(46)

Next, we can multiply (45) by \( k_1 \) and (46) by \( (1 - k_1) \), sum the two equations and after some simplifications we arrive at the forward-looking equation for total inflation in the Home traded goods sector:

\[
\begin{align*}
\pi_{TH,t}^y - (1 - \zeta) (1 - k_1) (\hat{e}_t - \hat{e}_{t-1}) \\
= \beta E_t \left[ \pi_{TH,t+1}^y - (1 - \zeta) (1 - k_1) (\hat{e}_{t+1} - \hat{e}_t) \right] \\
+ \left( \frac{1 - \varphi_{TH} \beta}{1 + \eta_T \frac{1-\alpha_T}{\alpha_T} \frac{1-\varphi_{TH}}{\varphi_{TH}}} \right) \left[ \hat{W}_{TH,t} - \hat{P}_{TH,t}^y - \frac{1}{\alpha_T} \cdot \hat{z}_{TH,t} + \frac{1-\alpha_T}{\alpha_T} \hat{Y}_{TH,t} \right].
\end{align*}
\]

We can write variations in the total real marginal cost \((MC_{TH})\) in sector \( TH \) as:

\[
\Delta MC_{TH,t} = \hat{W}_{TH,t} - \hat{P}_{TH,t}^y - \frac{1}{\alpha_T} \cdot \hat{z}_{TH,t} + \frac{1-\alpha_T}{\alpha_T} \hat{Y}_{TH,t}.
\]

In the particular case of constant returns to labour \((\alpha_T = 1)\), the level of output does not affect real marginal costs.
Following analogous steps, we can derive also the forward-looking equation for inflation in the Home nontraded sector:

\[
\pi_{N,t} = \beta E_t \pi_{N,t+1} + \left( \frac{1 - \varphi_N \beta}{1 + \eta_N \frac{1 - \alpha_N}{\alpha_N}} \varphi_N \right) \left( \hat{W}_{N,t} - \hat{P}_{N,t} - \frac{1}{\alpha_N} \cdot \hat{z}_{N,t} + \frac{1 - \alpha_N}{\alpha_N} \hat{Y}_{N,t} \right).
\]

If we make use of the simplifying assumptions \( \theta = 1, \varphi_{TH} = \varphi_N = \varphi, \eta_{TH} = \eta_N = \eta, \) and \( \alpha_{TH} = \alpha_N = \alpha \) then the following relationship holds:

\[
\pi_{y_{TH},t} - \pi_{N,t} - \delta (1 - \zeta) (\hat{e}_t - \hat{e}_{t-1})
= \beta E_t \left[ \pi_{y_{TH},t+1} - \pi_{N,t+1} - \delta (1 - \zeta) (\hat{e}_{t+1} - \hat{e}_t) \right]
+ \left( \frac{1 - \varphi \beta}{1 + \eta \frac{1 - \alpha}{\alpha}} \varphi \right) \left[ \hat{W}_{TH,t} - \hat{P}_{y_{TH},t} - \frac{1}{\alpha} \cdot \hat{z}_{TH,t} + \frac{1 - \alpha}{\alpha} \hat{Y}_{TH,t} \right]
- \left[ \hat{W}_{N,t} - \hat{P}_{N,t} - \frac{1}{\alpha} \cdot \hat{z}_{N,t} + \frac{1 - \alpha}{\alpha} \hat{Y}_{N,t} \right].
\]

Moreover, if we assume that the economy is at the steady state in period \( t-1 \), then \( \pi_{y_{TH},t} = \hat{P}_{y_{TH},t} \) and \( \pi_{N,t} = \hat{P}_{N,t} \), therefore we can write:

\[
\hat{P}_{y_{TH},t} - \hat{P}_{N,t} = \delta (1 - \zeta) \hat{e}_t
+ \beta E_t \left[ \pi_{y_{TH},t+1} - \pi_{N,t+1} - \delta (1 - \zeta) (\hat{e}_{t+1} - \hat{e}_t) \right]
+ \left( \frac{1 - \varphi \beta}{1 + \eta \frac{1 - \alpha}{\alpha}} \varphi \right) \left[ \hat{W}_{TH,t} - \hat{P}_{y_{TH},t} - \frac{1}{\alpha} \cdot \hat{z}_{TH,t} + \frac{1 - \alpha}{\alpha} \hat{Y}_{TH,t} \right]
- \left[ \hat{W}_{N,t} - \hat{P}_{N,t} - \frac{1}{\alpha} \cdot \hat{z}_{N,t} + \frac{1 - \alpha}{\alpha} \hat{Y}_{N,t} \right].
\]
A.2 Data used in the estimation of the exogenous processes

<table>
<thead>
<tr>
<th>Alias</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>growth rate of money(^b)</td>
<td>OECD MEI</td>
</tr>
<tr>
<td>( \mu^* )</td>
<td>arithmetic GDP-weighted average of Canada, France, Germany, Japan, Mexico and UK money growth rates</td>
<td>IMF IFS</td>
</tr>
<tr>
<td>( \hat{z}_{TH,t} )</td>
<td>= ( \hat{Y}<em>{TH} - \alpha \hat{n}</em>{TH} )</td>
<td>OECD MEI</td>
</tr>
<tr>
<td>( Y_{TH} )</td>
<td>Index of production in total manufacturing</td>
<td>OECD MEI</td>
</tr>
<tr>
<td>( n_{TH} )</td>
<td>Employees in manufacturing</td>
<td>OECD MEI</td>
</tr>
<tr>
<td>( \hat{z}_{TF,t}^* )</td>
<td>= ( \hat{Y}<em>{TF} - \alpha \hat{n}</em>{TF}^* )</td>
<td>OECD MEI</td>
</tr>
<tr>
<td>( Y_{TF}^* )</td>
<td>arithmetic weighted average of index of production in total manufacturing in Canada, France, Germany, Japan, Mexico and UK (weights given manufacturing value added in the year 2000, in dollars)</td>
<td>OECD MEI</td>
</tr>
<tr>
<td>( n_{TF}^* )</td>
<td>sum of manufacturing employees in Canada, France, Germany, Japan, Mexico and UK</td>
<td>OECD MEI</td>
</tr>
<tr>
<td>( \hat{z}_{N,t} )</td>
<td>= ( \hat{Y}<em>{N} - \alpha \hat{n}</em>{N} )</td>
<td>ONS</td>
</tr>
<tr>
<td>( Y_{N} )</td>
<td>Index of real Gross Domestic Product of services</td>
<td>BEA NIPA</td>
</tr>
<tr>
<td>( n_{N} )</td>
<td>Employees of service-providing industries (quarterly averages of monthly data)</td>
<td>BLS</td>
</tr>
<tr>
<td>( \hat{z}_{N,t}^* )</td>
<td>= ( \hat{Y}<em>{N}^* - \alpha \hat{n}</em>{N}^* )</td>
<td>OECD QNA</td>
</tr>
<tr>
<td>( Y_{N}^* )</td>
<td>sum of service sector GDP of Canada, France, Germany, Japan and UK, in dollars</td>
<td>OECD MEI</td>
</tr>
<tr>
<td>( n_{N}^* )</td>
<td>sum of employees/employed in the service sector in Canada, France, Germany, Japan and UK</td>
<td>OECD MEI</td>
</tr>
<tr>
<td>( G )</td>
<td>Government final consumption expenditure / consumption in the year 2000</td>
<td>OECD QNA</td>
</tr>
<tr>
<td>( G^* )</td>
<td>Geometric GDP-weighted average of France, Germany, Canada, Japan, Mexico and UK real government final consumption expenditure (divided by consumption in the year 2000)</td>
<td>OECD QNA</td>
</tr>
</tbody>
</table>


\(^b\) M1 (U.S., France, Germany, Japan), M2 (UK), M1+ (Canada), M1a (Mexico).
A.3 Additional robustness checks

Table 6: Responses to a Home monetary shock, $\zeta = 0$

<table>
<thead>
<tr>
<th></th>
<th>Homogeneous price rigidity</th>
<th>Heterogeneous price rigidity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi = 1$</td>
<td>$\phi = 0.74$</td>
<td>$\phi = 0.74$</td>
</tr>
<tr>
<td>$\theta = 1.5$</td>
<td>$\theta = 1.5$</td>
<td>$\theta = 1.5$</td>
</tr>
<tr>
<td>$\delta = 0.1$</td>
<td>$\delta = 0.4$</td>
<td>$\delta = 0.4$</td>
</tr>
<tr>
<td>$t$</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Response of $Y_{TH}$</td>
<td>0.324</td>
<td>0.200</td>
</tr>
<tr>
<td>Response of $Y_N$</td>
<td>0.352</td>
<td>0.361</td>
</tr>
</tbody>
</table>
| Note: see Table 2.

Section 5.1 discusses how the responses of traded and nontraded output to monetary shocks are affected by selected parameter values. In this Appendix I present additional robustness checks. I consider alternative assumptions affecting more than one parameter at a time, and I introduce additional sources of sectoral heterogeneity. The specifications of Tables 6 and 7 differ from the baseline parametrization only with respect to the parameters listed at the top of each column. As the focus of the analysis is the response of the traded-nontraded output ratio, I vary the parameters which affect the preferences for traded over nontraded goods (the preference weight $\delta$ and the elasticities $\phi$ and $\theta$). I consider both $\phi = 1$ and $\phi = 0.74$ (as in the paper), but I consider only the alternative assumption $\theta = 1.5$ ($\theta = 1$ in the paper), as $\theta$ is not normally calibrated below $\phi$. I consider two alternative assumptions regarding $\delta$: the Home and Foreign countries are both relatively “closed” economies ($\delta = 0.1$), and relatively “open” ($\delta = 0.4$).
Table 7: Responses to a Home monetary shock, $\zeta = 1$

<table>
<thead>
<tr>
<th>Homogeneous price rigidity</th>
<th>Heterogeneous price rigidity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi = 1$</td>
<td>$\phi = 1$</td>
</tr>
<tr>
<td>$\theta = 1.5$</td>
<td>$\theta = 1.5$</td>
</tr>
<tr>
<td>$t$</td>
<td>$\delta = 0.1$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Response of $Y_{TH}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>21</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Response of $Y_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>21</td>
</tr>
</tbody>
</table>

Note: see Table 2.

Tables 6 and 7 confirm the important role of the pass-through elasticity in the transmission of monetary shocks to traded and nontraded output. If the two sectors have the same degree of price rigidity, the role of trade openness in the transmission of monetary shocks can be reversed by the pass-through elasticity. If $\delta$ is very low and $\zeta = 0$, the responses of traded and nontraded output after a monetary shock are very close, but nontraded output is still marginally more affected by monetary shocks (as in Table 2).

In addition to homogeneous price rigidity, I also conduct robustness checks under heterogeneous price rigidity. However, differences in price stickiness may not be the only source of sectoral heterogeneity. For example, Bouakez, Cardia and Ruge-Murcia (2009) have found that the elasticity of output with respect to labour is higher in services, and a number of studies\(^{49}\) have suggested that the degree of monopoly power is higher in services. To accommodate these assumptions I conduct two additional robustness checks: I assume a unitary elasticity of nontraded output with respect to hours, and I assume that the elasticity of substitution among traded differentiated goods is higher than the elasticity among nontraded goods.

\(^{49}\)For example, Lane (J Int Econ 42(3-4):327-347) and the references cited therein, which assume that the traded sector is perfectly competitive.
Tables 6 and 7 confirm the main result of Tables 2 and 3: if prices are more flexible in the traded sector, then there appears to be no positive correlation between trade openness and the sensitivity of output to monetary shocks, since the instantaneous response of nontraded output is always above the response of traded output under both $\zeta = 0$ and $\zeta = 1$. Only in the special case of $\zeta = 1$ and a very high $\delta$ the response of traded output is greater than the response of nontraded output (column 6), but this result depends not only on a very high $\delta$ but also on a high substitution elasticity $\theta$. With additional sources of sectoral heterogeneity the instantaneous responses of traded and nontraded output under $\zeta = 1$ become very close (columns 7 and 8), but there is only a small positive correlation between the impact of monetary shocks on output and the degree of trade openness. Thus, if prices are more flexible in the traded sector, in order to generate a strong and positive correlation between the impact of monetary shocks on output and the degree of openness it may be necessary to combine the parameter assumptions of column 6 with the assumptions of columns 7 and 8 (i.e. multiple sources of heterogeneity).
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